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EXECUTIVE SUMMERY

The ECOTOX Study includes a component on information technology (IT), to assist the Caspian Environment Programme (CEP).  An IT Specialist was tasked with visiting the region and providing specific inputs to the CEP, through the ECOTOX Study.  This specialist was tasked to:  work with the study participants to suggest a common set of communications needs and goals, survey the existing telecommunications infrastructure and regulatory environment, and recommend telecommunications infrastructure options.  

This report describes the result of this effort.

The five countries were either visited (Russia, Azerbaijan, and Kazakstan) or because of difficulties in traveling, were investigated by a desk study (Iran and Turkmenistan).  The needs of the many activities associated with CEP were similar.  In many cases, they had existing internal computer networks in others they had individual PC’s connected to the Internet using dial-up modems.  In all cases, the need to exchange emails and reports drove the interest in better telecommunications.  A surprising finding was that there seemed to be little interest in exchanging raw or collected data in the database form.  There is an effort to provide a central database of information.  It is focused on archiving reports and information collected and fully compiled.  The possible exception is the sharing of mapping and geological information.  Considering these needs, the requirement for high-speed connections (greater then 128 kbps) does not seem to be a major factor at this time.  Slower connections that are more reliable are needed.  While the conditions for connection were far from uniform, the conditions could be placed into three broad classes.  Sites were there exists high speed (64 to 128 kbps) Internet access on a full time basics, sites were dial-up service was available (at speeds from 19.8 kbps to 56 kbps), and a few sites were Internet connections were not available or were only possible occasionally at a low speed.

The telecommunications infrastructure within the region is largely based on fiber optic cables running to the south of Iran in the Persian Gulf connecting to the round the world cables in the Indian Ocean.  Additional connections are provided by a fiber optic cable running from Turkey, following the old silk route through Iran, into Turkmenistan and Kazakstan, and then on into China.  There are a few other local cables and there is a cable being layed along with the oil pipeline across the Caspian Sea to Baku.  The areas remote from these two routes are served by satellite connections or have little or no service.  The second major factor in the determination of the quality of the service is the age of the local telephone switch (sometimes called the central office).  Many of the more remote areas are still served by switches that are mechanical and were installed more then fifty years ago.  In these areas, the telephone service is poor and the data service may be nonexistent.  In the major metropolitan areas (particularly those close to the backbone cables), new electronic switches have been installed and provide modern voice and data service.  The final factor is the quality of the connections from the local telephone switch to the site (often called the “last mile”).  Old cables and larger distances prevent many of the modern services and restrict the quality and availability of dial-up data service.

The regulatory environment varies from permissive to prohibitive.  Turkmenistan is the most challenging.  Here a single, government sponsored, Internet Service Provider (ISP) exists.  In all cases, the government closely controls the availability of services.  Radio services are the most tightly controlled.  This control affects the availability of satellite connections and the use of radio links (microwave radio).  The waiting time for permits and licenses is extreme and makes these solutions much less favorable.  In all countries except Turkmenistan, the public pressure for Internet access has provided low (relative to other competing modes of communications) cost Internet connections.  This availability suggests that the Internet be used for the network.  Other private networks exist and in some case might be used to augment the availability in selected areas.

To achieve the goal of providing a comprehensive network connecting all the sites participating in the CEP, a number of possible solutions were investigated.  The most promising is the use of the existing or potential connections to the Internet to provide a Virtual Private Network (VPN) connecting all the sites.  This network could support the current needs and be upgraded to provide higher speed service for future needs.  The potential configurations for VPNs are many.  The lowest cost and simplest to execute are those based on the existing configuration within Windows NT or 2000 or by the use of dedicated routers.  Each has their advantages.  Those based on Windows require little extra hardware but lack some of the flexibility and protection of the hardware based solutions.  Those based on dedicated routers are more flexible but require additional hardware.  In all cases the local ISP must be consulted to determine if there protocols will permit VPNs.

It has been determined that there needs to be a single network connecting all sites within CEP.  This network can provide the rapid sharing of email, reports and other project related documents.  It might, in the future support a distributed database.  This network is possible using an Internet based VPN.  The costs associated with this solution are modest and the regulatory environment does permit its use in most countries (with the possible exception of Turkmenistan).  
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1 MISSION STATEMENT

1.1 ROLE

The ECOTOX Study includes a component on information technology (IT), to assist the Caspian Environment Programme (CEP).  An IT Specialist is tasked with visiting the region and providing specific inputs to the CEP, through the ECOTOX Study.  A letter has already been provided to the National Focal Points of the Region, informing them of the impending visit of the IT Specialist.  

1.2 SPECIFIC TASKS

Subtask One.   Work with the Study participants to suggest a common set of communications needs and goals.  These needs and goals will be used to produce a set of draft technical specifications and requirements for the program.  These specifications and requirements will be matched with existing capabilities (as discovered in following tasks) to produce a final set of communications specifications and requirements.

Deliverable:  A draft Telecommunications Requirements and Specifications document with the Third Quarterly Progress Report

Subtask Two.  Survey the existing telecommunications infrastructure and regulatory environment.  To determine the existing telecommunications infrastructure as it might impact the program’s telecommunications needs, conduct a survey of the existing telecommunications systems in the region.  The survey will be limited to only those systems that would support the study's and the CEP's needs.  The regulatory structure will also be surveyed to determine any limits or prohibitions on private networks and the construction of communications links.

Deliverable:  A survey report with the Fourth Quarterly Progress Report

Subtask Three.  Recommended Telecommunications Infrastructure Options.  Based on the information gathered in the above two subtasks, develop recommended program telecommunications infrastructure solutions.  The task will identify new links needed and the costs associated with these options.  The task will also identify coordination and regulatory assistance needed.  These solutions will be reviewed with all concerned program elements and comments solicited.  

Deliverable: Telecommunications/IT Task Final Report with the Fourth Quarterly Progress Report

2 INTRODUCTION

This report serves three main functions:  a report of our findings of the desk study of Iran and Turkmenistan, a report of the requirements and specifications for telecommunications systems for the Caspian Environment Program (CEP), and the final report on the Telecommunications/IT Task.

The desk study of the conditions was necessitated by the inability to schedule travel to both Iran and Turkmenistan.  We had attempted to coordinate this travel for more than 18 months with no success.  The findings are based on our personal knowledge and information that we have gathered from open source literature.  Where possible we have provided references to our sources.  We cannot independently verify some of the information presented from these sources without a field visit.

The facts and findings reported are our own.  We received invaluable assistance from those whom we met.  Due to language difficulties, many of the interviews were conducted through an interpreter.  While all of the interpreters were excellent, it is possible that we may have misunderstood some critical points.  We ask all reviewers to correct any misunderstanding or omissions.  We have largely restricted my observations to telecommunications issues and those directly related to telecommunications.

We also thank all those who took time from their busy schedules and provided us with invaluable assistance.  Without their help this study would not be possible.

3 DESK SURVEY ASSESSMENT OF IRAN AND TURKMENISTAN
3.1 Background

Because it was not possible to schedule site visits to either Iran or Turkmenistan, this section of the report attempts to specify the conditions that may be existing at the Caspian Environment Program (CEP) sites.  This task was faced with two major difficulties: first the information on the telecommunications facilities in these countries is sparse (this is particularly true in Turkmenistan), and second the conditions are far from uniform.  Thus, statements that can be made in general for metropolitan areas may not exist at the specific building housing the CEP offices.  The information that is available, however, is sufficient to make satisfactory predictions of the conditions existing in each country.

3.2 Data Connectivity

The basic data connections from the CEP site are either by direct or by dial-up connections.  Dial-up connections may be sufficient for occasional access to the Internet to check email, however they are likely to be inadequate for collaboration with other sites or distributed databases.  This is particularly true when the dial-up connections are both unreliable and slow.  Direct data connections between offices of the CEP may be provided by direct private connections (leased lines for example) or by virtual private connections using the Internet and Virtual Private Network (VPN) protocols.  With the possible exception of satellite connections, direct private connections over large distances and spanning several countries are prohibitively expensive.  The most cost effective connections are those using the Internet backbone to provide the connection between two sites.  These VPN connections will be discussed in much greater detail in the next chapter.

To determine the feasibility and costs associated with these data connections, it is first necessary to examine the telecommunications infrastructure within the countries.  This problem can be broken down into three pieces:  International connectivity, National or Urban connectivity, and the Local connections from the network to the user (“the last mile”).

3.2.1 International Connectivity

International voice telephone traffic is still the dominant part of the telecommunication traffic in the region.  Data traffic, either by dedicated networks or using space available on voice networks, is quickly growing.  The other major component of the traffic is television programming.  

International connectivity throughout the region for these three services is provided by high capacity fiber optic cables and satellites.  There are a few existing radio link (sometimes called microwave radio) connections.  However, they are largely low capacity and limited to providing backup links on national networks (they may span the international borders of some of the countries in the former Soviet Union).  Broadband connections through cable television networks are still in their infancy and do not yet exist in the region.  They are quickly becoming available in the major cities in Europe, Japan, and the United States and may at some point in the future exist in the region.

The major world voice and data connectivity is provided by a vast network of undersea fiber optic cables.  These cable carry well over 90% of all traffic.  The cost of laying an undersea cable is much less then laying a cable over land, thus the majority of these cables are undersea.  For years, land locked countries were limited in their ability to join this network.  In recent years, several major land cables have been laid.    Connections to Iran, Kazakhistan, and Turkmenistan are provided by the Trans Asia Europe Line (TAE) running from Frankfurt/M to Shanghai China
.  Figure 1 shows a network diagram of this system.  This cable connects to the capitals of Iran, Kazakhstan, and Turkmenistan with the major world fiber optic network.  It is reported that Turkmenistan will begin laying a second stretch of a fiber optic line under the TAE project at the end of next year.  This branch of the TAE, stretching 618 km, will go through Ashgabat, Balkanabat, and Turkmenbashi. The first 708-km branch of the TAE fiber optic line was put into operation in Turkmenistan in 1998.

Except as indicated above, the extent of completion beyond the original eleven countries has not been verified.  The telecommunication minister for Kazakhstan verified that the backbone from Istanbul to Shanghai was operational during our visit in Mission 1.  Visits to Turkish telecommunications authorities (on a separate project) seem to confirm his statement.  The connection to Baku is questionable.  We were unable to meet with the Telecommunications Ministry for Azerbaijan.  In meetings with the major Internet Service Provider in Baku, we were told that they get their service from Moscow via satellite.  This would tend to suggest that the link from Baku joining the backbone does not exist at present or it is devoted exclusively to telephone.  The link from Ashkabad to Baku is part of the pipeline project and is under construction.  This leaves Baku isolated from the main fiber optic network except for the satellite link to Moscow.  The rest of the countries are tied together by the Internet backbone.

The presence of fiber optic links is important as it provides low cost, high capacity connections between the cities.  Satellite connections are suitable, but provide much lower connection rates and have much higher costs.  When the link to Baku is completed, each of the five countries will be joined by a high speed fiber optic network.  Cities at some distance from the capitals (Atyrau for example) depend on the national infrastructure and will lag well behind the international connectivity.

The costs charged for sending data by fiber optic cable do not reflect the actual costs of sending the data.  The rates reflect the blend in costs for all modes of transmission (satellite and fiber optic cable).  This generally high rate allows the country to recover costs associated with maintaining the satellite capacity.  This blended rate is further affected by the international settlement rate.  This rate is the result of bilateral agreements between the various telecommunications partners (for example the United States and Iran).  The bilateral agreements specify a settlement rate to be used for calls between the two nations.  The rates are further increased in countries with telephone monopolies (both Iran and Turkmenistan) as a way of funding their telephone infrastructure.  As a result, the costs for international telephone calls and data connections are much greater than the actual costs for the connection.
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Figure 1.  The Trans Asia European Link (TAE).

3.2.1.1 International Connections – Iran

Iran has the most advanced communications network of any of the five Caspian countries.  The report in Appendix A documents this network.  Section A.2.3 describes the external connectivity.  The report suggests that connections to the Internet are exclusively by satellite connection.  These connections are:

· IPM: Currently IPM has a full duplex, symmetric 512 kbps to Burum, The Netherlands. This line will be upgraded soon to 512 Mbps transmit, 1.544 Mbps (T1) receive. 

· DPI: Data Processing of Iran currently has a 256 kbps full duplex, symmetric connection to Burum, The Netherlands. This connection will be upgraded soon to 512 kbps. DPI also supports about 70 corporate entities and organizations through California-Subic-Bay-Iran Digital Video Broadcast DVB-MPEG2 simplex (receive only) satellite terminals with bandwidth of 200 kbps for each connection. 

· DCI: The Data Communication company of Iran now has three links to the Internet: a satellite link via Teleglobe and Intelsat 342.5° E to Canada; a 256 kbps satellite link via Intelsat 006° E to a Point of Presence (POP) in Kuwait operated by GulfSat, a joint venture of the Kuwait Ministry of Communications and Hughes Network Systems (USA); and a 2 Mbps satellite link via Eutelsat 010° E to NetSat in France. 

However, it is to be expected that as the market for data connections expands that some of the bandwidth currently available on fiber optic cables will become available.

3.2.1.2 International Connections – Turkmenistan

Because of the general lack of technological development, Turkmenistan lags behind its other neighbors in the region.  There are only an estimated 2,000 Internet users in the country.  Recently, Turkmenistan took over the Internet connectivity from the several Internet Service Providers (ISP) and became the sole provider.  This has led to the expected high rates and general lack of service.

Turkmenistan is linked by cable and microwave radio relay to other CIS republics and to other countries by leased connections to the Moscow international gateway switch; a new telephone link from Ashgabat to Iran has been established; a new exchange in Ashgabat switches international traffic through Turkey via Intelsat; satellite earth stations - 1 Orbita and 1 Intelsat.  Implementation of the Intelsat IBS earth station, which will provide international circuit capacity via Ankara, is expected to improve the operation of local, long-distance, and international networks in the republic.

Turkmenistan also shares the TAE with Iran.    This fiber optic cable is capable of providing all of their international telephone traffic with a great deal of spare capacity.  This spare capacity could be used for data traffic if the government would allow.

3.2.2 National and Urban Connectivity

Each country provides telecommunications service to its subscribers in a different manner.  However, as a general rule service is provided to the capital first and then to the major urban centers.  The rural areas lag far behind in acquiring service.  Within the cities the main commercial, government, and university areas are connected first.  Residential areas follow far behind.  The problem is in two parts: network cabling and computer or telephone switches.  The older mechanical step switches, developed in the late thirties to early fifties, still exist in the region.  They are limited in their capacity to provide any data service.  Dial-up modem connections at low rates (19.6 kbps or less) are possible, but seldom is any higher rate possible.  In the major cities (principally in the business centers), these switches are being replaced with modern digital switches which are capable of providing a full range of services.  With the more modern switches, the improved cable interconnections will follow.

Cabling in many areas (particularly away from the major commercial centers) is of poor quality.  Telephone cables (and thus the data connections that use them) suffer from a wide range of environmental degradation.  Water enters cables through unprotected cable ends or breaks in the outer protection and flows throughout the cables corroding the copper conductors.  Connection points also oxidize.  Environmental dirt (usually conductive) coats contacts and provides unwelcome paths to ground or to other circuits, resulting in loss of signal or multi-path interference.  Insulation breaks down due to heat, sun light, or gaseous pollution, further degrading the signal.  The result is that the cabling deteriorates to the point of needing replacement (or losing its capacity to carry data signals).  This deterioration usually takes place over a period of 10 to 20 years (though in some regions with high concentration of pollution, water, or heat this process my be much shorter).  Unless the cables are replaced on a regular basics (expensive in all cases, but impossible for poorer countries) the cable plant quickly deteriorates to the point of only allowing poor quality voice service and no data service at all.  Regions served by older cable plants suffer the most from this problem.

3.2.2.1 National Connections – Iran

The infrastructure of Iran's internal Internet connectivity is based on two major networks. One is the Public Switched Telephone Network (PSTN) to support connections based on modems. PSTN provides a connection for end-users to ISP's over mostly digital voice lines. 

The second major internal Internet connectivity is provided by the Public Data Network (PDN) operated by DCI as an independent subsidiary of the Telecommunication Company of Iran (TCI).

Iran's IP-based Public Data Network (upgraded IRANPAC) is currently in operation in more than 170 locations nationwide based on single or multiple 64 kbps ISDN lines. Currently there are three high speed lines with bandwidths greater than 1 Mbps in this network, with no medium speed lines, about 30 in use 64 kbps, and about 100 in use 28.8 kbps lines. Almost all major cities are connected through multiple 64 kbps lines, though not all are being actually used. 

Almost 95% of Internet links in Iran use TCP/IP. However IRANPAC also supports the following: X.75, X.25, X.3, (X.28, X.29), BSC, SNA/SDLC, ASYNCH and frame relay. Support of ports up to speeds of 28.8 kbps is provided. Additional support exists for 64 kbps-2 Mbps through leased lines. DCI has recently implemented a trial ATM network as well.

3.2.2.2 National Connections – Turkmenistan

Turkmenistan's Ministry of Communications is the sole supplier of telecommunications services in Turkmenistan; the ministry also operates the postal and special delivery services and the delivery of press publications. Because of very low state-fixed rates (telephone not data), the ministry's budget is inadequate to perform all these services.

Turkmenistan inherited an archaic, deteriorating telecommunications network. Only 28 percent of households have a telephone, and 550 villages lacked telephone service entirely in 1994. More than one-third of all subscribers use telephone exchanges that are thirty to forty years old and highly depreciated. Between 1986 and 1991, the number of telephones per 1,000 outlet accesses increased from 61 to 75, which represents 140 for urban and 22 for rural citizens. In 1994 there were eight main telephone lines per 100 inhabitants.

The Turkish government, working through the private Netas company of Turkey, began upgrading Turkmenistan's phone system in the early 1990s. The first electronic exchange was installed in Ashgabat. Implementation of the Intelsat IBS earth station, which will provide international circuit capacity via Ankara, is expected to improve the operation of local, long-distance, and international networks in the republic. Two telex networks provide telex and telegraph services. Only twenty international subscribers are linked via Moscow, and a few other specialized networks exist.

In 1994, a U.S. telecommunications consulting firm with funding from U.S. Trade and Development Agency developed a 10-year Master Plan for Turkmenistan's telecommunications sector.  Based on the plan, the government has started gradual upgrading of its old communications system by building new digital telephone stations in Ashgabat, Chardjou, Nebitdag, and Dashkhowuz. Two German companies, Siemens and Alcatel, are involved in implementation of these projects. These companies

have been awarded contracts to construct two more digital telephone stations in Ashgabat, one station in Mary and another in Turkmenbashi. This has increased the availability of telephone numbers by 100,000.  Siemens and Alcatel are also carrying out the largest telephone network upgrading projects.  A project to construct 708 kilometers of the Trans Asia European fiber-optic communications line (TAE) within the boundaries of Turkmenistan was completed in 1997 by the Iranian national telecommunications company.  Siemens supplied most of the equipment for this project.  Siemens has also supplied GSM equipment for about 5,000 phone numbers to Texas-based Barash Communication Technologies, Inc., the exclusive cellular and paging communications service provider, and is currently negotiating several additional contracts with the communications ministry.  The government plans a gradual upgrade of the existing communications network by replacing it with a digital communications system, building new trunk communications lines, and developing new international communications channels.

In 1997 MCI signed a contract with the state Turkmentelecom company to provide access to the Internet system and in 1998 this project was put into operation.  It included setting up 15 digital channels, some of which have a capacity of 128 kilobytes per second and are used primarily for e-mail and Internet services.  A direct telephone line connecting Turkmenistan with the U.S. has been also established.  Due to its high cost in relation to local incomes, there are not many Internet users currently in Turkmenistan.  A direct digital communications via Russian satellite equipment "gorizont-53" with 30 channels was recently established between Ashgabat and Moscow.  The next stage of this project is the expansion of the digital communications with Ukraine, Belarus, and the Baltic states via 120 channels of satellite communication.  Currently, there are only 176 satellite communications channels in operation in Turkmenistan. 

There are two television broadcasting centers, the Orbita satellite station in Ashgabat and a second one in Nebitdag. The State Committee for Television and Radio Broadcasting is responsible for both. Through Orbita and Intelsat satellite transmissions, broadcasts reach all cities and rural centers. Broadcasting centers are linked by landline or microwave to other CIS states and Iran. Since 1992, the republic has received daily transmissions from Turkey.

3.2.3 Local Connections

The local connections are the “last mile,” referring to the connection from the subscriber to the local exchange.  This connection is almost universally copper twisted pair telephone cable.  Its length, the number of connections, and the age and general condition determine the speed of connection for a dial up connection.  It also determines if more advanced services are possible.   The condition of the specific pairs used is the determining factor.  Two other pairs in the same cable may give better or worse service.  In general, areas with growing demand force local telephone companies to install new cables and switches and thus enable subscribers in the area to get the best possible service.  Older areas with out growing demand will have to depend on existing cables which may be tens of years old.  The total length of cable to the local exchange is a major determining factor in some of the more modern services.  ADSL requires that the subscriber be within about 6.5 km.  Beyond that distance it is not possible to get service even if it is available at the local switch.  ISDN, a common service in the region, is not as sensitive to cable length.

For higher transmission rate services, it may be necessary to bring a dedicated cable to the site.  The cost of installing this cable is usually considerable and in many cases will render the cost of the project beyond reach.  It is possible to circumvent this higher cost in some cases by using radio links (microwave radio connections).  This link is line of sight, thus will require the exchange and the site to be visible to each other.  Masts or poles can aid in placement.  The cost of installing and maintaining this link is usually less the installation of a dedicated line.  The down sides to radio links are the requirement for line of site, the time to obtain a license, and potential interference to existing links or other radio frequency services which may prevent its use.

Because a nation has a high speed connection to the international backbone, it does not suggest that high speed service will be available throughout the country.  The availability of high speed service depends on the nature of the telephone switches used and the type of connections between these switches.

There are basically two major types of switches in use today:  Electromechanical and Electronic.  The first automatic telephone switch was introduced in 1919.  The electromechanical switches were in use from then until the introduction of electronic switches in the early 1950s.  In both Iran and Turkmenistan, a great number of these earlier electromechanical switches still exist.  In Iran, most are in use in the smaller cites and towns.  In Turkmenistan, the electromechanical switches predominate.  There have only been a couple of dozen electronic switches installed in recent years.  This is important, as data service is not possible in most cases through these older switches.  If it is possible it is only available at very slow rates (9600 baud or less).  It also is very spotty, being available on one call and not on a second call made a few minutes later.  Modern electronic switches support most types of data transfer.  It is then important to know the nature of the local telephone switch serving the facility.

The availability of service, the quality, and its cost are largely dependent on the exact location of the facility.  The local exchange switch will determine the type of service that is available.  Areas served by older electromechanical switches will have only dial up service and then only at slower rates.  It may be possible in some locations to provide direct connections to a neighboring exchange which may have better connections, providing the distance is not too great.

Without a detailed, on-site, survey it is impossible to state definitive what service may be available, however, some general assumptions can be made.  In Iran, which has a growing modern telecommunications infrastructure, it is very likely that dial-up service is available to the mid 40s kbps.  It is also very possible that dedicated ISDN service of 64 kbps or higher are available in the capital.  Primary rate ISDN, T1 or E1 service will be available but at a price that is likely too great for the facilities in the program.  Services like ATM are becoming available, but are likely not to be available in most locations.  ATM is also expensive.

In Turkmenistan, the options are much fewer.  Dial up service is probably available in many locations in the capital, but these may be others that the service is only available at a very low rate (9.6 kbps or less) and of very poor quality.  ISDN at 64 kbps may be available in some locations.  Higher rates are likely to be available only with a freshly installed cable and thus at high expense.  The problem of the government being the only ISP further increases the costs.

3.2.4 Satellite Connections 

The connection of all the facilities of the CEP by satellite is possible.  The are many public and private VSAT (Very Small Aperture Terminal – referring to the size of the antenna, about 1.5 to 2.5 m in diameter) networks in the region.  There are several issues to consider:

· Cost – The cost of the satellite transceiver, antenna, associated equipment, and installation is higher than the cost of installing a direct connection (except were the cable needs to be run more the a km).  In general, the costs range from $6,000 to $30,000 USD per site, with a higher cost for the network control site.

· Licensing – the system requires a license for every site in every country.  This process might take several years and in some cases (Turkmenistan) may prove to be impossible.

· Operating Cost – The various satellite companies have a wide range of plans to fit users needs.  The costs are largely a function of the rate of transmission and if the connections exist at all times or is it only open on demand.  Costs for the system can range from a high of $100,000 to a small fraction of that amount per year for a system operating at 64 kbps on demand to several million USD for systems that provide 1 Mbps or more and operate continuously.  There are some international organizations that may provide satellite space to programs like CEP at little or no cost (aside from the cost of the equipment and its installation).  It may also be possible to Piggy Back on some existing network in the region (the Oil Companies, for example, all maintain an extensive networks).

4   TELECOMMUNICATIONS REQUIREMENTS AND SPECIFICATIONS

The goal of this discussion is to provide the overall requirements necessary to enable each of the sites under CEP to facilitate connect to a common network.  This would allow each site the complete freedom to exchange information and to work together on common efforts.

The problem easily divides into two parts, the discussions of the network external to the facilities and the internal network needs within each facility.  In our discussion, we assume two potential cases: first, a single user accessing the network and uploading or downloading files and second, a group or center with many users.

4.1 External Network Requirements

The most basic requirement is a “good” Internet connection.  With a good Internet connection it is possible to provide Virtual Private Networks (VPN)
 using the Internet to connect to the network at another site.  For a single user, with the need to upload or download a few files, this Internet connection might be 28.8 kbps.  For a user who frequently exchanges large files, it might be 56 kbps.  In the case of a large group with many active users it could be a full time connection of 128 kbps or greater.

Single users are likely to need dial-up connections to the Internet of 28.8 kbps or greater.  The exception is the single individual working in either GIS, database creation, or working with large simulation programs.  They will need a much greater connection rate.  In many areas of the CEP region, the dial up rate of 28.8 kbps is available.  However, even in the major cities (Baku, for example) there are areas where not only is this rate not available, it is doubtful that any rate is available.  Here small radio links (microwave radio transceivers) are the best and cheapest alternatives.  In the more rural areas (Atyrau, for example), a satellite transceiver is likely the only alternative.

For the thematic centers, a faster connection rate is recommended.  With the exception of Atyrau in Kazakhstan, 64 kbps ISDN full time connections are available or potentially available to each center.

Table 1.  Connections available to CEP Thematic Centers.

	Country
	Center
	Connection

	Azerbaijan
	Baku - PCU
	Existing, 64 kbps connection

	
	Baku - CRTC for Data and Information Management
	Existing, 64 kbps connection

	
	Baku - CRTC for Pollution Control
	Existing Dial-up via radio link at less then 19.6 kbps, Potential direct connection to PCU by radio link 

	Iran
	Tehran - CRTC for Integrated Transboundary Coastal Area Management and Planning
	Unknown, 64 kbps ISDN should be available

	
	Tehran - CRTC for Effective Regional Assessment of Contaminant Levels
	Unknown, 64 kbps ISDN should be available

	
	Tehran - CRTC for Emergency Response
	Unknown, 64 kbps ISDN should be available

	Kazakhstan
	Almaty - CRTC for Water Level Fluctuations
	Existing 64 kbps through university

	
	Atyrau - CRTC for Protection of Biodiversity
	Dial-up, at very low rate and short connection times only

	Russia
	Moscow - CRTC for Legal, Regulatory, and Economic Issues
	Dial-up, at 33 kbps

	
	Astrakhan  - CRTC for Fisheries and Commercially Exploited Bioresources
	Dial-up, 64 kbps is available, but not used, in same building

	Turkmenistan
	Ashgabad - CRTC for Combating Desertification
	Unknown, 64 kbps may be available at high cost

	
	Ashgabad - CRTC for Human Sustainable Development and Health
	Unknown, 64 kbps may be available at high cost


All these centers should be brought up to an ISDN 64 kbps or greater (with the exception of the PCU which should be brought to 128 kbps since it serves as the hub of the network).  The most cost effective method is to make use of existing telephone wiring, if that will provide the necessary service.  Radio links (microwave radio transceivers) are the next best approach.  The drawback is the delay in getting a license and the possibility that the local topography and existing radio usage may be prohibitive.  The third possible alternative is to consider a dedicated line.  The cost of this line is dependent on the distance (both for the cost of the materials and the labor of installation).  The final alternative is a direct satellite connection.

4.1.1 Satellite Connections 

Satellite connections are like a “bent pipe”.  The signal is sent to a transponder on the satellite.  The satellite then in turn retransmits the signal to another ground station after changing frequency and providing some signal conditioning.  Because the satellite antennas cover a large region of the earth, many stations are within a given foot print.  This allows a number of stations scattered over a region to use a single satellite.  With the advent of high gain antennas and spot beams, the required size of the antenna has gone from more then 20 meters to typically 0.9 to 2.4 meters for VSAT terminals.  Smaller mobile or portable systems are also available.  The cost for a satellite terminal (antenna, transceiver, and support elements) starts at about $6,000 USD and goes up.  Fixed VSAT terminals may cost as much as $10,000 USD.  However the cost of the equipment is quickly dropping due to the direct from satellite television market and competition to ADSL in the United States and Europe.  Service is likely to be slow to penetrate the CEP region due to the number of countries with telephone monopolies.

All the thematic centers in the CEP could be connected together by satellite.  This would be expensive but it would spread the cost over many users.  In this potential network, each center would be connected to the hub in a star formation.  Each remote site could be either connected to the hub or other center.  Traffic from one thematic center to another could be relayed by the hub or received directly.

The suggested approach is to use land lines where they are available and cost effective.  This leaves a few sites (Moscow, Atyrau, and the sites in Turkmenistan) which are not (or may not be) served by landlines.  A few of these (Moscow and Ashgabad) may be served by radio links.  This leaves one site remaining (or perhaps as many as three if the thematic centers in Ashgabad are not connected) to connect.  Several satellite options are available:


1. Direct from the Thematic Center to a hub (likely the PCU).  This crosses international boarders and may be more difficult to establish due to regulatory issues.  This will require a satellite transceiver at each thematic center and at the hub (4 in this case) at about $6,000 to $15,000 USD each (though prices are coming down rapidly).

2. Direct from the Thematic Center to a national service provider (very much like an ISP).  From that point the traffic would reach the rest of the CEP sites by the Internet.  Likely to be the quickest option (and potentially the cheapest).

3. Piggy back on an existing network in the region.  Most of the oil companies, many banks, all airports, and many other businesses have networks.  They might be willing to provide excess capacity as a donation.

Once the equipment is installed service is necessary.  In case 1 above, service is negotiated with the satellite operator or his agent.  Intelsat is the most common provider of service.  Many companies resell their services.  It is necessary to find a program that meets the needs of the project.  Charges are made for transmission rate (bandwidth) and number of packets sent.  A full time channel can be purchased (at a very high cost) or capacity can be made available as needed.  Most providers have a wide range of products available.  Finding one which provides 64 kbps on an as-needed basics should not be too difficult.  In case 2 above, the service provider sets the programs and may include the cost of the terminal in the package.  They should also have a 64 kbps package.  In the final case, service will depend on exactly the capacity of the network and what spare capacity might be available.

4.1.2 Network Diversity

Network diversity is the duplication of paths so the failure of any single path is not likely to cause loss of critical data.  It can be simply a duplicate connection or it can be a wholly separate media.  It is unlikely that the current CEP will be working with any data which is time critical and would not wait for retransmission.  However in some areas it is possible the loss of service may be extended.  Loss of service for days or weeks may have an impact on the program.  The path to the PCU should be the first to be duplicated.  Second the paths in area where service is irregular or likely to fail should be considered.

4.1.3 Firewalls 
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Figure 2.  Simple Firewall Topology.
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Figure 3.  Network Firewall Topology.

A firewall is a hardware devise (or software program) that filters the packets of information received from and sent to the Internet by the network (or single user).  It attempts to filter unknown or malicious packets while sending know packets on to the network (or the Internet).  The purpose is to prevent the penetration by hackers, other unauthorized persons, or some of their products (worms, viruses, Trojan Horses, etc.) into the network.  All networks must have one for their own protection.  This is particularly important for those networks that have full time connections.

Figure 2 shows a simple firewall arrangement for a single user or a small network.  For the individual user, firewall software can be installed on the PC eliminating the need for a separate hardware firewall.  Figure 3 shows a more complex arrangement used for a network that may host its own web site or have information files accessible to the public.  The public or selected users are permitted beyond the first firewall to access the server located between the two firewalls.  The second firewall further restricts traffic.  If the ISP provides the Internet interface router, it may be necessary to use a second firewall to restrict entry as ISPs are often unwilling to either provide firewalls as part of their package or allow users to alter the filtering in the router.

4.2 Internal Network Requirements

It is useful to divide the two regions at the Internet interface router / firewall.  Outside is the public Internet and inside is the protected network (or single user PC).  It is necessary to connect each of these networks into a single Wide Area Network (WAN) serving the entire CEP.  Unless it is possible to connect these networks together (using satellite connections) then the Internet must be used to bridge these gaps.  The tool used is call a Virtual Private Network (VPN).  It is virtual, because it does not depend on physical connections, but rather uses encoded packets.  It is private, because the encoding prevents anyone but the intended network from reading the packets.  And finally, it behaves exactly as if the networks were physically connected into a WAN.

4.2.1 Virtual Private Networks (VPN)

A VPN is best defined as a network of virtual circuits for carrying private traffic.  A virtual circuit is a connection set up on a network between a sender and a receiver in which both the route for the session and the bandwidth is allocated dynamically.  VPNs can be established between two or more Local Area Networks (LANs), or between remote users and a LAN.  Figure 4 shows a typical VPN.  Each of the center networks is connected into a larger network, shaded area.  It should be noted that the VPN suggested here is an Internet-based VPN.  Other private networks can use VPN to segregate traffic from one class or group of users.  An example would be the CEP piggy-backing on the network of an NGO.  The NGO would, rightfully, suggest that CEP establish a VPN for its traffic so that the rest of the members of the NGO would not have to be concerned with or affect the CEP network.

Rather then depend on dedicated leased lines or frame relay’s Permanent Virtual Connections (PVC), an Internet-based VPN uses the open, distributed infrastructure of the Internet to transmit data between sites.  In essence, sites using an Internet VPN set up connections to the local connection points, called Points-of Presence (POPs), of their Internet Service Provider (ISP) and let the ISP ensure that the data is transmitted to the appropriate destinations via the Internet, leaving the rest of the connectivity details to the ISP’s network and the Internet infrastructure.

The link created to support a given communications session between sites is dynamically formed, reducing the load on the network; permanent links are not part of the Internet VPN’s structure.  In other words, the bandwidth required to a session isn’t allocated until it’s required and is freed up for other uses when a session is finished.  Because the Internet is a public network with open transmission of most data, Internet VPNs include the provision for encrypting data passed between VPN sites, which protects the data against eavesdropping and tampering by unauthorized parties.  As an added advantage, an Internet VPN also supports secure connectivity for mobile sites by virtue of the numerous dial-in connections that ISPs typically offer clients at their POPs.

Technically speaking, virtual circuits are restricted to a single type of transmission medium – frame-relay virtual circuits are one example.  However, we are, in effect, creating virtual circuits between sites using the Internet for a VPN.  Because, the Internet embraces a number of transmission media, an Internet VPN cannot rely on the mechanisms built into just one medium to form a virtual circuit but must depend on other protocols within the TCP/IP suite to form these virtual circuits.  The way that Internet VPNs create these virtual circuits is to encapsulate data packets within special IP packets for transmission on the Internet, enabling them to be transmitted on any medium that supports IP.  To avoid any confusion with media-dependent virtual circuits, the paths that the encapsulated packets follow in the Internet VPNs are called tunnels, not virtual circuits.  Figure 5 shows a typical Internet tunnel.  The bottom portion of the figure shows how data going from work station A to server B is wrapped in a larger packet going from ISP 1 to ISP 2.  The payload of this larger packet is encrypted for security.
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Figure 4.  Typical VPN.

As we can see these tunnels make it possible to connect networks at a number of remote locations to form a single network.  In constructing this network, there are a number of important concerns.

VPN issues:

1. Security – An Internet VPN should be only one part of the program’s security plan.  Securing tunnels for private communications between program centers will do little if CEP members passwords are openly available or if other holes are in the security of the network.  At the same time, VPN-related security management, of keys and user rights, for instance, have to be integrated into the rest of the programs security policies.

2. Potential Bottlenecks – Encryption and decryption can be a computationally intensive process that can lead to a reduced through-put if the security gateway has insufficient computing power.  For high-bandwidth links, hardware-based encryption or at least a dedicated high-speed workstation running encryption software are likely solutions.  Software-based encryption on shared hardware (a firewall or remote access server, for instance) can be sufficient for lower bandwidth connections, such as 56 kbps or ISDN.

3. Interoperability – The current slate of protocols for tunneling and security are interoperable. Yet, selection of a single protocol to meet all VPN needs is problematic, because protocols like PPTP and L2TP are better suited for client-initiated tunnels (dial-in), while IPSec is best for LAN-to-LAN tunnels.  The fact that most of the protocols are converging on IPSec for encryption improves interoperability.

4. IP Address Management – If a program wideVPN is designed as one network with some special routed links called tunnels, full routing is possible between the part of the network that are connected by tunnels, and it can use a single unified Domain Name Service (DNS) for resolving device names and IP addresses.  This makes both reachability of hosts and routing more convenient and easier to manage.  But, the more common situation is one in which each part of the VPN is treated as a separate network, again with some tunneled and routed links.  Unfortunately in this case, it’s difficult to find a unified routing table, and the DNS also might be fairly fragmented, adding to the difficulty of managing the VPN.  Other management issues revolve around deciding which private IP addresses should stay private and how other DNS information is provided to parts of the VPNs.

5. Reliability and Performance – Because Internet-based VPNs depend on the Internet, they are subject to the same performance problems that Internet traffic experiences.  Internet VPNs can incur reliability and performance problems due to congestion, dropped packets, and other factors, which could cause problems for real-time applications, such as telephony and videoconferencing.

6. Multi-protocol Support – Even thought TCP/IP is the protocol suite of choice for most networks, other protocols are still important in legacy systems and networks.  NetWare’s IPX is one such example.  Tunneling non-IP packets over IPSec is a problem, because IPSec is designed for encapsulating only IP packets.  On the other hand, PPTP and L2TP include more multi-protocol support in their tunnels.

4.2.1.1 The ISP Connection

There are several methods to construct a VPN.  One involves using the services of the local ISP.  Here the user connects to the ISP in the normal manner.  The ISP then routes the connection to a VPN that they setup.  This has the advantages of putting the burden of maintaining the connection on the ISP who then determines the best possible protocol and configures his routers to accept the connection.  It has several disadvantages:  The ISP will charge for this service, the ISP may be unwilling or unable to provide this service, and connections outside of the ISPs local area may not be possible.

The other alternative is to setup and maintain the VPN in-house.  Here there may be a difficulty in sending a VPN through the local ISP’s routers and firewalls.  VPN connections require certain “ports”
 be kept open.
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Figure 5.  Schematic of an Internet Tunnel.

4.2.1.2 VPN Hardware and Software

There are basically two approaches to constructing a VPN.  The VPN can be implemented using hardware, as part of the router, server, or a stand-alone device, or it may be stand alone software.  The distinction becomes blurred as most of the hardware implementations use software as well.  The hardware VPNs are used mostly for very large networks connected through high speed connections.  Here the hardware is necessary to assure that the throughput is not impeded.  Smaller networks typically use the lesser expensive option of software.

The vast majority of the VPN software support TCP/IP.  A few support other protocols.  It is anticipated the CEP would use TCP/IP so this does not pose a problem.  Within this group there are two major contenders for tunnel protocols: PPTP and IPSec.  The former is shipped as part of Windows NT and 2000, but is not a very secure protocol (not likely a significant issue for CEP).  IPSec is very much more secure and forms the backbone of a number of commercial add-on products.  The costs of these suites range from a low of $950 USD to a high of $6,500 USD.  The difference is the range of services that the produce includes and the ease of use.  It is recommended that PPTP that forms part of Windows NT be used.

4.2.2 Servers

The existing servers (where they exist) are likely to be suitable for the combined CEP network.  Where they do not exist, inexpensive servers to support the networks installed are suitable.  The only option recommended is disk mirroring which provides a excellent protection for data stored on the server (not to replace backups to tape or disk).

4.2.3 Network Structure 

It is recommended that 100 Base-T Ethernet be installed (where it does not exist).  This is best done with Category 5, 5E or 6 wiring and connectors.  Most of the sites where there is not current networks are small.  A single hub would serve to connect all the workstations.  A print server should be added to support the existing printers.  A router is then added to connect to the Internet.  In most cases, this router is provided by the ISP.  Firewall software is installed on the server.

4.3 Network Options

There are a few options that should be considered when constructing the combined CEP network.

4.3.1 Servers for Special Functions

Two special servers are suggested.  The first would support the hub for the distributed database.  This would likely be located at the CRTC for Data and Information Management.  Other sites with significant databases would likely need their own servers.  The second server would be to hold websites hosted by CEP.  While it is possible to have these sites hosted by the ISP it is easier to have these sites hosted on CEP’s own servers.  This allows easier updates and service.

4.3.2 Distributed Databases

The current practice within CEP of each CRTC creating their own databases and then when they are finished distributing them by Email or CD-ROM is very inefficient.  I requires a very long delay between the time the data is collected and the time this information is available to others.  A better practice would be to construct a family of distributed databases.  The element of the database that is maintained by a given CRTC would be hosted by that CRTC.  The databases would be linked into an overall distributed database accessible to all within the program.

5 CONCLUSIONS AND RECOMMENDATIONS

This project has attempted to survey the current network facilities of the various sites that form CEP.  A few could not be surveyed due to conditions beyond our control.  In these cases, we have attempted to predict the conditions from existing public information.  Based on this information we have attempted to suggest a network structure and connection strategy that is both cost effective and supports the CEP mission.  There are a number of significant points worth mentioning.

· The existing equipment is mostly of good quality and does not need replacing.  The new equipment recommended will fit in well with this equipment.

· In most cases (Turkmenistan being the exception), upgraded connections are available at a price which would be reasonable for the CEP to consider.  Where these connections do not exist alternatives do exist.  These alternatives are more costly, but are within consideration.

· The trend within the region is to provide more and better telecommunications service.  This will aid the CEP by providing greater options and lower the cost of existing service.  The telecommunications monopolies existing in this region will hinder this trend but not stop it.  Iran is a good example.

· With a modest investment a combined network serving all the sites under the CEP can be constructed.  This network would allow the closer coordination and cooperation of efforts.  The sharing of information would be greatly enhanced.

· A shared database structure is possible from a technical point of view.  There seems, however, a reluctance to consider this option from a political view.  This seems to be counter productive and contrary to the goals of the CEP.

Appendix A

Iran's Telecommunications Infrastructure

A.1. Introduction 

This report is taken from the Iran's Telecom and Internet Sector: A Comprehensive Survey, by the Open Research Network
.  This appendix includes Section 2, Internet Connectivity Infrastructure, and Section 3, Telecomm Connectivity Infrastructure.  The full report can be found on the web site.  Some references to sections outside this extract have been removed for clarity.

A.2. Internet Connectivity Infrastructure

A.2.1. History 

Origins of the effort to bring the Internet to Iran date back to 1987. At the time, the Internet (also called ARPANET) was a project supported by the Defense Advanced Projects Agency (DARPA), connecting various academic and defense research centers in the US. This network supported only email and simple data transfer (ftp). A similar network supported by IBM was known as BITNET. In Europe, only universities and academic centers were connected to the European Academic Research Network (EARN) which was part of the BITNET network. 

Iran's entrance into the Internet was then spearheaded by IPM and its deputy director, Dr. Siavash Shahshahani. The link was at first through the BITNET network and Iran's membership in EARN (which developed later to the Trans-European Research and Educational Networking Association - TERENA). It consisted of a single 9600 baud leased line to the University of Vienna in Austria in January 1993. The first email from Iran was a simple greeting from IPM's director, Dr. Larijani, to Vienna University administrators. 

The link later developed into a full-fledged Internet link with the assignment of 500 IP addresses to the country and acceptance of Iran as a Class C node. Primary users of the connection at first were academics and research institutions, all being served through their own connections to IPM. 

Over the past few years, domestic Internet connections have grown very rapidly, at times placing Iran among the top countries in terms of rate of growth of Internet access. The present Iranian Internet scene, more than seven years after the original connection, is still a very dynamic one, with tens of thousands of mostly academic users being served via a single 512 kbps link, and with networks and bulletin boards expanding everywhere. Recently however additional outside links have been put into operation by the Iranian PTT, serving mostly commercial entities and government agencies. Ambitious plans for expanding Internet access and availability nationwide have also been announced. 

As an indication of the rapid growth of the Internet in Iran, for the first time, the two leading presidential candidates in the May 1997 elections used the world wide web to get their message across: President Khatami at http://www.khatami.com and the conservative candidate Ali Akbar Nategh Nouri at http://nategh.co.ir. Results of the elections were announced ``live" on the web site of the Iranian government (http://www.netiran.com) as well. 

The technical know-how for putting very fast links into operation in Iran is certainly there. A variety of protocols for satellite channels at T1 speeds of 1.544 Mb/s were tested by the Data Communication Company of Iran (DCI) in the late 1980's. A major reason for lack of progress on fast connections to Iranian universities and research centers for some time was friction between DCI and both IPM and the High Council of Informatics (HCI) - the governmental body charged with strategic planning of information technology expansion in Iran. At the same time one cannot discount the effect of the U.S. embargo on Iran, which has made the acquisition and maintenance of powerful servers, workstations, and satellite communication equipment difficult, if not impossible in certain cases. 

Political tension between Iran and the US unfortunately made an impact on the free flow of information between the two countries as well (despite this last item being specifically excluded from the text of the US embargo on Iran). For a year or so after Iran's Internet debut, U.S. academic sites (on NSFNET) were not even recognizing Iranian IP addresses for telnet/ftp access. This problem resurfaced recently in August of 1996 only to be put swiftly to rest through the efforts of many people and organizations in the US, Europe, and Iran (including IPM, and the Electronic Frontier Foundation), who brought pressure on NSF to correct the situation that had been brought about by unilateral and unauthorized actions of one of its administrators, Dr. Steve Goldstein. 

A.2.2. Internal Internet Connectivity

The infrastructure of Iran's internal Internet connectivity is based on two major networks. One is the Public Switched Telephone Network (PSTN) to support connections based on modems. PSTN provides a connection for end-users to ISP's over mostly digital voice lines (see Section A.3). 

The second major internal Internet connectivity is provided by the Public Data Network (PDN) operated by DCI as an independent subsidiary of the Telecommunication Company of Iran (TCI). 

A.2.2.1. ISDN and VSAT Links 

Iran's IP-based Public Data Network (upgraded IRANPAC) is currently in operation in more than 170 locations nationwide based on single or multiple 64 kbps ISDN lines. Currently there are three high speed lines with bandwidths greater than 1 Mbps in this network, with no medium speed lines, about 30 in use 64 kbps, and about 100 in use 28.8 kbps lines. Almost all major cities are connected through multiple 64 kbps lines (see Figure 6), though not all are being actually used. 
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Figure 6.  Iran's inter-city 64 kbps ISDN lines, as of 1997. The network has since been expanded to include many other cities, including Yazd, Orumieh, Zahedan, Arak, and Rasht.


To provide reliable data communication services to both private and government sectors, satellite communications through VSAT have been promoted by the authorities as well. Currently this network incorporates one main station (hub) with 200 VSAT terminals. 

Future plans for development in this area includes adding another hub station with 700 VSAT terminals to support medium-traffic data communication of the private sector in the next phase, followed by a third hub and 850 VSAT terminals in the last phase with the goal of meeting the needs of private businesses with high-traffic data communication applications. 

A.2.2.2. Protocol usage 

Almost 95% of Internet links in Iran use TCP/IP. However IRANPAC also supports the following: X.75, X.25, X.3, (X.28, X.29), BSC, SNA/SDLC, ASYNCH and frame relay. Support of ports up to speeds of 28.8 kbps is provided. Additional support exists for 64 kbps-2 Mbps through leased lines. DCI has recently implemented a trial ATM network as well. 

A.2.2.3. Reliability 

In general reliability of VSAT links in Iran has been below average (below 75% uptime). This is in contrast to generally good (but by no means exceptional) reliability of ISDN leased links (uptime of 75%-90%). 

A.2.3. External Internet Connectivity 

Currently external Internet connectivity is provided exclusively through satellite links. Iran's major external Internet connections are as follows: 

· IPM: Currently IPM has a full duplex, symmetric 512 kbps to Burum, The Netherlands. This line will be upgraded soon to 512 Mbps transmit, 1.544 Mbps (T1) receive. 

· DPI: Data Processing of Iran currently has a 256 kbps full duplex, symmetric connection to Burum, The Netherlands. This connection will be upgraded soon to 512 kbps. DPI also supports about 70 corporate entities and organizations through California-Subic-Bay-Iran Digital Video Broadcast DVB-MPEG2 simplex (receive only) satellite terminals with bandwidth of 200 kbps for each connection. 

· DCI: The Data Communication company of Iran now has three links to the Internet: a satellite link via Teleglobe and Intelsat 342.5° E to Canada; a 256 kbps satellite link via Intelsat 006° E to a Point of Presence (POP) in Kuwait operated by GulfSat, a joint venture of the Kuwait Ministry of Communications and Hughes Network Systems (USA); and a 2 Mbps satellite link via Eutelsat 010° E to NetSat in France. 

   

	

	[image: image7.png]Iran National IP Nevwerk ( franNet )





Figure 7.  Iran's National IP Network.


The Teleglobe link was installed during Phase I of the Iran National IP Project (IranNet) and replaces a link to Interlog, in Ontario, Canada, that used the X.75 protocol, having originally been established to support international communications via Iranpac (see Figure 8. 
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Figure 8.  Teleglobe Project.


Although the X.75 link was very slow (9.6 kbps), it offered the advantage of being relatively inexpensive. The bandwidth of the current link was not reported, although there is a 2 Mbps link between one of IranNet's two gateway routers and the Boumehen earth station near Tehran where the Teleglobe link terminates. DCI's link to GulfSat was installed during Phase II of the IranNet project, and provides connections via GulfSat's VSAT hub near Kuwait City, but subscriptions cost IR 5 million per month on top of a US $30,000 set-up fee. The newest link, to Paris-based NetSat/SDCV, was added during 1998 and provides the highest-speed connection to the Internet (see Figure 9). 
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Figure 9.  Gulfsat Project.


· IRIB: Islamic Republic of Iran Broadcasting currently has a 2 Mbps full duplex, symmetric connection from The Netherlands to Tehran. However, this line soon will be downgraded to 1 Mbps due to mounting expenses. 

· MFA: The Ministry of Foreign Affairs currently has a 64 kbps full duplex, symmetric, and encrypted connection through Kuwait-Canada-Tehran, serving secure communication needs with Iranian diplomatic missions abroad. 

· ISC: Informatic Services Company has a 256 kbps full duplex, symmetric connection through Kuwait-Canada-Tehran. 

· ISIRAN: Information Systems of Iran has a 256 kbps full duplex, symmetric connection through Kuwait-Canada-Tehran. 

· Sirjan Special Economic Zone: is a semi-free zone at Sirjan and has a 256 kbps full duplex, symmetric connection to Finland. 

· Others: There are more than a dozen other receive only links of DVB-MPEG2 simplex type to other companies and institutions with download speeds of 200-400 kbps, and uploads of 56 kbps via a v.90 modem. 

Growth in the number and bandwidth of external links has been better during the past couple of years since President Khatami's election, and more links are expected to be operational in the near future. 

A.2.3.1. Protocol usage 

Iran's external Internet links use TCP/IP over satellite exclusively.

A.2.3.2. Reliability 

External Internet connectivity through satellites has exhibited a very high reliability (uptime of 95-99%). 

A.3. Telecom Connectivity Infrastructure

A.3.1. Internal Telecom Connectivity

A.3.1.1. Fixed Telephone Lines 

One of the main indicators for dimension and size of a telephone network is the number of fixed main lines in the network. A main line is a telephone line that connects a subscriber's terminal equipment to the Public Switched Telephone Network (PSTN). It could be an exclusive exchange line or a shared line. However, the number of main lines in a network does not include subscribers' extension lines or private branch exchange lines, and therefore it is not affected by the number of subscribers' operating stations. This is what differentiates between the number of main lines and the number of access lines or the number of subscribers in a telephone network. 

A.3.1.1.1. Installed Main Lines 

Iran's telecommunication network enjoys the highest growth rate in the Middle East. One of the indicators that clearly illustrates this growth rate is the increase in the number of installed main lines. In 1978 there were only about 850,000 fixed lines installed in Iran. This number rose to about 1,767,000 by 1986 and to about 2,380,000 by 1989. 

One of the objectives of the first five-year development plan (1989-1994) for the telecommunication sector was to add one million new fixed lines to the network. However, due to the establishment and expansion of many low-capacity and high-capacity exchanges, the actual growth rate that was achieved was considerably higher. In fact more than 3.1 million new main lines were installed during the period of the first five-year plan. Four million new lines were expected to be added by the end of the second five-year plan (1994-1999), which would increase the number of installed main lines to about 9,510,000 fixed lines. Table 2 shows the number of installed main lines in Iran for different years. 

	

	Table 2:  Number of installed main lines in Iran.

Year
Installed Main Lines
1978
850,000
1986
1,767,000
1989
2,380,000
1990
2,426,835
1992
3,685,689
1994
5,509,622
1996
6,500,000
1997
7,300,000
1998
7,465,000
03/1999
8,285,000
 


By March 1999 (end of the Iranian year 1377), there were about 8,285,000 main fixed lines in Iran. Even though this shows an almost 11% growth relative to the 1998 figure, about 1,225,000 additional lines should be installed by March 2000 in order to meet the objectives of the second five-year plan. 

Along with the expansion of the size of Iran's telecom network, utilizing advanced methods in traffic measurement, maintenance and operational activities has resulted in considerable efficiency and network reliability enhancements in recent years. According to the annual report of the Telecommunication Company of Iran (TCI), network reliability increased to about 98% in 1997. 

A.3.1.1.2. Main Lines in Operation 

The number of installed main lines shows the total capacity of the network, i.e., the maximum number of main lines that can be connected. However, it is clear that not all the installed main lines are always in service. Therefore other indicators, related to the number of installed main lines, should be considered. One such indicator is the number of main lines in operation. Table 3 shows the number of main lines in operation in Iran in different years. 

	

	Table 3:  Number of main lines in operation in Iran.

Year
Main Lines in Operation
1978
830,000
1986
1,480,235
1989
1,879,682
1990
2,199,285
1992
2,997,852
1994
4,319,900
1996
5,824,968
1997
6,512,993
1998
6,658,837
03/1999
7,354,000
 


Comparing the numbers in Table 2 and Table 3, one observes that the percentage of operational main lines decreased during the first five-year plan while it has started increasing in the second five-year plan. This is in fact due to a higher growth rate for new line installations, and the reduced time it takes for the new lines to become operational. Also note that the number of main lines in service by March 1999 rose to 7,354,000, which shows about 10.5% increase as compared with the corresponding figure in 1998. 

Another indicator, which is an important measure of accessibility, is the number of main lines per 100 inhabitants. This indicator is called the telephone penetration factor. Table 4 shows the number of main lines per 100 inhabitants in Iran in different years. Despite rapid population growth during the war years (approaching 3.8%), this figure has been increasing steadily (Iran's current population growth rate stands at about 1.4%). 

  

	

	Table 4:  Number of main lines per 100 inhabitants in Iran.

Year
Main Lines per 100 Inhabitants
1978
2.31
1986
2.91
1989
3.77
1990
4.01
1992
5.24
1994
7.21
1996
9.28
1997
10.13
03/1999
13.00
 


While the projection of the International Telecommunication Union (ITU) for the number of main lines per 100 inhabitants in Iran in the year 2000 is about 17.03, there were only about 13 main lines per 100 inhabitants by March 1999. 

As another indicator of telecom network usage profile, we can look at the percentage of main lines which are serving residential households. This clearly excludes public telephone stations and lines used for business, government or any other professional purposes.   Table 5 shows the percentage of main lines for residential use in Iran. 

  

Table 5.  Percentage of Residential Mail Lines in Iran.

	Year
	% of Residential Main Lines

	1979
	81.00

	1987
	65.00

	1989
	70.00

	1990
	76.19

	1992
	77.00

	1994
	65.00

	1996
	74.92

	1997
	79.18


	 


Finally we should note that the percentage of main lines, which are equipped for direct international dialing, has been steadily increasing as well. Specifically, in 1992, only about 39.2% of main lines had direct international dialing capability, while this number rose to about 80% in 1995, and is projected to be close to 90% now. 

A.3.1.1.3. Digital Main Lines 

Along with the general expansion of the telephone network in Iran, the percentage of digital main lines has also been increasing. In 1991 only 12.58% of the main lines in operation were digital. This percentage rose to about 48% at the end of the first five-year plan in 1994 and it rose to 62.58% in 1997, which translates to about 4,076,000 digital main lines in 1997. Table 6 shows the percentage of digital main lines in Iran from 1991 to 1997.   

	Table 6.  Percentage of Digital Main Lines in Iran.

Year
% of Digital Main Lines
1991
12.58
1992
32.20
1993
37.53
1994
47.98
1995
50.66
1996
56.43
1997
62.58
1999
> 80 (estimate)
 


So far TCI has converted about 55% of existing lines to digital lines, while more than 90% of newly installed exchanges are digital. The current total percentage of digital main lines is estimated to be over 80%. 

A.3.1.2. Local Exchanges 

The number of high capacity and low capacity local exchanges has been growing at a tremendous rate. This has resulted in considerable growth in the number of local exchange communication channels which has made it possible to provide telecommunication services in some of the farthest reaches of Iran. 

In 1995, there were only 122 high capacity and 244 low capacity exchanges while these numbers rose to 1,051 and 1,666 respectively by 1997. 

On the other hand, in 1979, there were only about 5,400 local exchange channels in Iran. This number rose to 11,429 in 1986 and to 31,442 in 1991 and is expected to exceed 100,000 by the year 2000. 

A.3.1.3. Long-Distance Exchanges 

The long-distance telecommunication network in Iran has a three-layer hierarchical structure. In other words, switching centers are operating in three levels: 

· Secondary Centers (SCs): These are the regional transit exchanges which are established in 8 major cities. Specifically, the centers are located in Tehran, Tabriz, Mashad, Isfahan, Shiraz, Ahvaz, Hamedan, and Babol. To enhance reliability of the network, redundant configurations have been deployed. Namely, in each city two SCs have been established. The two centers in Tehran and Hamedan are both digital, while other cities have one digital and one analog center each. The analog centers, however, are expected to be converted to digital centers soon. 

· Primary Centers (PCs): These are the long-distance transit exchanges. According to TCI's latest annual report, in 1997, 59 long-distance transit centers were active, 48 of which were digital. It is expected that 25 new PCs will be established which will increase the number of PCs to 84 by the end of 1999. 

· Terminating Exchanges (TXs): In 1997, 1,800 terminating exchanges were deployed to provide telecommunication services for the farthest reaches of Iran. The number of TXs is expected to increase to 3,600 by the end of 1999. 

In 1997, the national long-distance telecommunication network provided reliable services in 1,930 nodes throughout the country using about 182,000 trunks.

A.3.1.4. International Exchanges 

The international telecommunication network in Iran is currently based on two digital International Switching Centers (ISCs). Iran's second ISC with a capacity of 12,260 ports was established in 1996 in Tehran (the first ISC is also in Tehran). According to TCI's annual report, in 1997, the two ISCs had a total capacity of about 22,000 ports, 7,600 incoming trunks from the national network, and 3,900 both-way outgoing trunks. A third ISC is expected to be established in Shiraz in the near future which would increase the total capacity by about 9,840 ports. 

Through the development and expansion of ISCs, the number of international circuits has clearly increased. In 1991, there were only about 1,854 international circuits in Iran. This number reached 7,021 in 1996, which shows about 279% increase in the period of five years. The total number of international circuits by March 1999 (end of the Iranian year 1377) was 7,937.   Table 7 shows the number of Microwave Channels in Iran for different sample years.

	Table 7.  Number of International Circuits in Iran.

Year
Number of International Circuits
1991
1,854
1992
2,259
1993
2,759
1994
4,586
1995
5,038
1996
7,021
03/1999
7,937
 


Moreover the number of network centers with international channels was 604 in 1997, which increased by about 24% to reach 750 centers in 1998. 

Iran currently uses No. 5 and CCS7 (Common Channel Signaling System No. 7, also known as C7) signaling systems to establish direct and transit routes with different countries. These routes are established through Shahid Ghandi, Isfahan and Boumehen satellite earth stations, Iran-UAE submarine cable, Trans-Asia-Europe (TAE) optical fiber lines and terrestrial microwave links. 

A.3.1.5. Channel Types and Usage

A.3.1.5.1. Microwave Channels 

The national microwave network in Iran has been expanding tremendously along with other telecommunication network sectors. The number of microwave channels increased by 26,527 in 1994, by 60,320 in 1995 and by 32,000 in 1997. As of March 1999, there were about 305,550 microwave channels in Iran.  Table 8 shows the number of microwave channels in Iran for different sample years. 

  

	Table 8.  Number of Microwave Channels in Iran.

Year
Number of Microwave Channels
1978
12,213
1986
27,716
1995
204,417
1997
272,000
03/1999
305,550
 


Moreover, the aggregate length of the microwave transmission lines was about 60,700 km in 1991, which increased to 65,287 km by 1997 and is expected to reach 137,000 km by the year 2000. 

According to TCI's annual report, in 1997, the microwave network in Iran consisted of about 4,400 microwave stations and provided about 97% of the national long-distance services, showing almost 10% growth as compared with 1996 figures. The overall capacity of this network, 70% of which was digital, was about 137.5 million channel km for main routes and about 45.5 million channel km for spur routes. 

One problem with the current microwave network in Iran is that except the T6 center in Tehran, which is based on Siemens technology, the existing systems can not provide effective and reliable service on all channels. 

A.3.1.5.2. Optical Fiber Channels 

Optical fiber channels are rapidly gaining an important foothold in the Iranian telecom network, partly due to cost-effective, fully domestic production of a variety of fiber optic cables and systems. In 1996, 2,010 km of fiber optic cable interconnected some major local exchange centers. The total length of the long-distance fiber optic cable network in Iran is currently 12,000 km. 

At the end of the second five-year development plan, (20 March 1999), an extensive nationwide fiber optic network became operational that provides high-bandwidth connections between all provincial capitals and major cities. Transmission systems use Synchronous Digital Hierarchy (SDH) technology with a capacity of 155 Mbps for radio equipment and 2.4 Gbps for optical equipment. This enables the establishment of 30,000 voice circuits through each fiber optic cable pair. 

As part of future plans for development of the optical communication network in Iran it is expected that the total length of the long-distance fiber optic cable network will increase to 15,000 km of buried cable for the main network; 14,000 km of aerial cable for the alternate routes; and 2,200 km of main cable network for the international Trans-Asia-Europe (TAE) project which provides approximately 900,000 circuits. 

The Trans-Asia-Europe (TAE) ``Silk Road" fiber optic network, connecting Shanghai, PRC, with Frankfurt-am-Main, FRG, via two redundant lines through northern Iran, currently puts 33 Iranian cities directly on line with Europe and the Far East and provides high-bandwidth access for the rest of the country. The system comprises 1,550 nm mono-mode fiber optic cable using SDH transmission technology operating at the STM-4 (622.080 Mbps) data rate, with the possibility of being speeded up to STM-16 (2.488 Gbps). The system as currently configured can carry 7,560 channels of traffic. All of the cable and transmission equipment used in the Iranian and Turkmen sections of the TAE was manufactured in Iran. 

A.3.1.5.3. Satellite Channels 

For the remote areas of the country where facilities other than satellite would not have been economical, a domestic satellite communication facility has been implemented. Currently there are six main stations in six provinces with 192 channels, and 55 remote stations operational in Iran. 

The next phase of the development of domestic satellite communication in Iran is expected to be complete by mid-1999 and it will incorporate 18 main and 831 remote stations. 

A.3.1.6. Geographic Coverage

A.3.1.6.1. Rural Communications 

Development and expansion of rural communication has been one of TCI's major objectives. Following this goal, different types of systems such as point-to-point and point-to-multipoint digital radio, aerial optical fiber cable and satellite systems have been used in order to provide communication facilities for rural areas in Iran. It should also be mentioned that TCI has mostly used domestically manufactured products for small switching centers for villages. Also recently there has been some tendency towards transferring the management and control of the switching centers with less than 2,000 lines to the private sector. Even though this plan has attracted some attention among Iranian companies, so far it has not proven commercially attractive, mainly due to the subsidized costs of telecommunication services in Iran. 

TCI's development plans for rural communication has resulted in a high growth rate in the number of villages covered by the telephone network.  Table 9
 shows the number of villages connected to the national telecommunication network, excluding those under satellite coverage. 

  

Table 9.  Number of villages connected to the national telecommunication network in Iran, excluding those under satellite coverage.

	Year
Number of Villages
1979
313
1987
3,220
1994
8,700
1995
12,100
1997
16,175
1998
16,457
03/1999
18051
 


Only in 1997, 1,625 villages joined the network which resulted in about 11% growth rate, bringing the total number of connected villages to 16,175, which comprises more than 80% of the rural population. Moreover, the number of villages covered by satellite systems was reported to be 3,137 by August 1997 which then increased by about 13% in a year and resulted in the total number of 3,556 villages, under satellite coverage, by August 1998. 

The target figure for the end of the second five-year development plan was to provide 20,000 villages with communication facilities. However, the current number of villages, including those under satellite coverage, already exceeds this figure. 

A.3.1.6.2. Urban Communications 

Along with the increase in the number of villages under service, urban communication has also shown considerable growth. The number of regions with a city code increased from 1,748 in August 1997 to 2,005 in August 1998, which shows about 14.7% increase. On the other hand, the number of cities which are equipped with inter-city telephone lines increased from 384 in 1991 to 750 in 1998.  Table 10 shows the number of cities with inter-city phone lines for four sample years. 

Table 10.  Number of cities equipped with inter-city telephone lines in Iran.

	Year
	Number of Cities

	1978
	70

	1986
	218

	1991
	384

	1998
	750


	 


Another indicator for assessing the status of urban communications in Iran is the percentage of the main lines in urban areas.  Table 11 shows this percentage for a period of five years. Considering the total number of main lines in operation, as given in Table 3 the total number of urban main lines and the corresponding growth rate can be explicitly obtained. 

Table 11.  Percentage of urban main lines in Iran.

	Year
	% of Urban Main Lines

	1991
	97.60

	1992
	95.51

	1993
	94.05

	1994
	88.00

	1995
	87.00

	1996
	92.00


	 


As another indicator, Table 12 shows the number of main lines in Tehran, as the largest city, for the period 1991-1996. 

Table 12.  Number of main lines in Tehran as the largest city in Iran.

	Year
	Number of Main Lines

	1991
	735,125

	1992
	881,721

	1993
	1,043,404

	1994
	1,241,045

	1995
	1,478,030

	1996
	1,615,276


	 


A.3.1.7. Area Codes 

As mentioned in the previous subsection, the total number of regions with a city code increased from 1,748 in August 1997 to 2,005 in August 1998. 

A.3.2. External Telecom Connectivity

A.3.2.1. Fiber Optical Links

A.3.2.1.1. Trans-Asia-Europe Project 

Agreed in 1993, the world's longest overland fiber-optic system, the Trans-Asia-Europe (TAE) line crosses 27,000 kilometers and provides digital circuits for transmitting voice, data, fax and video information from Shanghai to Frankfurt and hundreds of other cities on the way. Most of the route follows the ancient Silk Road trading route linking China to Europe. Built by a consortium of telecom companies, including Deutsche Telekom and China Telecom, the cable will be able to carry voice telephony and data traffic with a 155 Mbps capacity, equivalent to between 13,000 and 15,000 simultaneous telephone calls. The total investment on the TAE runs up to about US $560 million. 

Participants in the project include China, Kazakhstan, Kyrgyzstan, Uzbekistan, Tajikistan, Turkmenistan, Iran, Turkey, Ukraine, Belarus, Poland, Romania, Hungary, Austria, Germany, Georgia, Azerbaijan, Armenia, Pakistan and Afghanistan. 

Siemens provided most of the equipment for the trunk line passing through the former Soviet Union. An opening ceremony was held by video-conference among the participating countries on October 14, 1998 after years of preparation. 

The cable begins in Shanghai, travels 6,000 kilometers (3,750 miles) from Shanghai to the Chinese border with Kazakhstan, and passes through southern Kazakhstan. 

The Kazakh stretch of the cable is 1,750 kilometers. A trunk line of 1,500 kilometers passes from the Chinese frontier through Almaty and Dzhambul and southern Kazakhstan to Uzbekistan. The Kazakh Optical communication system provides speeds of up to 622 megabits per second and traffic of up to 7,560 telephone calls at a time. The Kazakh stretch of the cable and its infra- structure cost $25 million, including DM 18.7 million provided by Siemens. 
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Figure 10.  The Trans-Asia-Europe "silk road" map.


The Uzbek stretch of the cable traverses the republic from the Kazakh frontier via Tashkent, Dzhizak, Samarkand and Alat to the Turkmen frontier. The Uzbek stretch cost 2 billion Sums ($1=106.18 Sums) and was paid for using a DM 25 million credit from Kreditanstalt fur Wiederaufbau, the German export credit agency, under guarantees from the Uzbek government. 

The line then goes through Turkmenistan, Iran and Turkey. The Turkmenistan connection was fully implemented by the Telecommunication Company of Iran in one year and involved the installation of 721 kilometers (432 miles) of optic fiber in the stretching from Iran's Bajgiran border crossing to Ashkhabad, Tajan, Merv and Charju and from there to the fiber optic network of Uzbekistan. Six kilometers of the network is linked with aerial grid, but the rest of the 715-km network is connected with underground cable. Forty kilometers of the grid on the mountainous area is steel-coated cable laid on the surface. 

From Turkey the TAE cable forks, continuing to Germany via Ukraine, Belarus, Poland, Romania, Hungary and Austria. The end point is Frankfurt. 

A.3.2.1.2. Submarine Links 

Another fiber optic link connects TCI's network at Jask on Iran's southern coast, to Fujairah in the UAE. This underwater line, 172 km in length, is a direct connection with no repeaters, supporting up to 140 Mb/s bit rate over 6 fiber pairs. It was implemented by Alcatel (see Figure 11.  Alcatel's Indian Ocean and Middle East Optical Fiber submarine systems.). 
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Figure 11.  Alcatel's Indian Ocean and Middle East Optical Fiber submarine systems.


Such unrepeatered systems are mainly used to cross short stretches of water in different types of connections: mainland to mainland, mainland to island or island to island. Because there is no submerged electronics, unrepeatered systems offer cost-effective solutions, competitive with microwave, land cables and satellite alternatives. 

A.3.2.2. Satellite Channels 

Since 1991, Iran's satellite connection to the international network has been established though three satellite earth stations, six antennas and approximately 1000 channels. 

Iran's largest satellite station is the Inmarsat land earth station at Boumehen, near Tehran, operating in A and C bands which routes calls beamed from mobiles via the Indian Ocean satellite to and from terrestrial telephone networks. The station was inaugurated by President Rafsanjani on May 20, 1995, and was billed as the largest satellite telecommunication center in the Middle East at the time. It is located 35 kilometers northeast of Tehran, and serves 1,250 telephone channels and international telex lines. The satellite center enables a range of domestic communication and signal dispatch as well as extended access to direct telephone and telex links with sea bound vessels in Europe, Africa and Asia. 

Another large station is in Astarabad, Hamedan. 

A Memorandum of Understanding (MOU) signed on November 24, 1998 between Inmarsat (the global mobile satellite communications operator) and Thuraya (the Middle Eastern organization building a regional satellite system due for launch in 2000) provides a framework for discussing the development of Mobile Satellite Services (MSS) in the Middle East. According to this MOU it is forecast that Inmarsat Band M services will also be provided in the Bumehen station. 

A.3.2.2.1. Future Developments 

Since the 1970's Iran has considered establishing a GEO (Geostationary Earth Orbit) communications satellite network. After several abortive attempts, Iran reached a tentative agreement in 1993 to purchase a pair of western satellites for its Zohreh (Venus) system. France and Italy are said to be involved in manufacturing of the satellites. However, the Chinese Space Agency will be the launch partner. 

Zohreh will be used to provide telecommunications facilities to remote areas in Iran; to support terrestrial telephony; to provide military and data communications; and to develop Iran's broadcasting capacity. With spacecraft stationed at 26 degrees E and 34 degrees E, the Zohreh system will provide both L-band (INMARSAT-compatible) and Ku-band (14 transponders) links. The 1,800 watts, 1,850-kg spacecraft are to be furnished by Alcatel Espace and Aerospatiale with design lifetimes of 10 years. In the meantime, Iran is leasing Ku-band capacity on INTELSA spacecraft. 

The telecommunications capacity supported by these two satellites is expected to be 12,000 telephone and 4 television channels. The provisions considered for these satellites include five land stations with antennas between 1.5 to 5.5 meters in diameter, 135 primary and secondary stations, 27 zonal stations, 31 community stations and 1,374 rural stations. 

Head of Iran Telecommunications Research Center (ITRC) announced on March 6, 1999 that a small low earth orbiting (LEO) communication satellite, called Mesbah, is currently under design by his center, in cooperation with the Iranian Research Center for Science and Technology (IROST), and the Iranian Remote Sensing Center (IRSC). This will be a test light-weight satellite operating in the radio amateur band. 

Iran is expected to have domestic launch capability for low earth orbiting satellites by 2001, as part of the Shahab-4 rocket system under development by research divisions the Defense Industries Organization. 

Appendix B 

Abbreviations  

Baud
A unit of speed in data transmission usually equal to one bit per second
Calling Tree
A sequence or pattern of calls to notify or pass information to a group in an orderly manner.

Category 5
A term of art used for the capacity of computer cable.  The higher the number used the greater the capacity.  Category 3 is standard telephone wire.  Category 5 is used for most computer network cable.  It is capable of carrying data on a network at better then 100 Mbaud

CD ROM Cutter
A device to produce a CD-ROM

CD ROM Jukebox
A device to store CD-ROMs and select data from one or more CD-ROMs automatically

CD-ROM
1.
Acronym for compact disc read-only memory. A form of storage characterized by high capacity (roughly 650 megabytes) and the use of laser optics rather than magnetic means for reading data. Although CD-ROM drives are strictly read-only, they are similar to CD-R drives (write once, read many), optical WORM (write once, read many) devices, and to optical read-write drives.
2.
An individual compact disc designed for use with a computer and capable of storing up to 650 megabytes of data. 

CSU/DSU
Channel Service Unit / Digital Service Unit – Devices used to connect a Network to an Analogue T1 or E1 line.  They also serve to isolate the network from the line for testing


DSL
Digital Subscriber Line – A circuit that is capable of transmitting a high rates (1 Mbaud or greater) from the network to the user and a lower rate (100 Kbaud) from the user to the network

DVD Drive
Digital Video Disk - With digital video disc technology, video, audio, and computer data can be encoded onto a compact disc (CD). A digital video disc can store greater amounts of data than traditional CDs. A standard single-layered, single-sided digital video disc can store 4.7 GB of data; a two-layered standard enhances the single-sided layer to 8.5GB. Digital video discs can be double-sided with a maximum storage of 17 GB per disc. A digital video disc player is needed to read digital video discs. This player is equipped to read older optical storage technologies. Advocates of digital video disc technology intend to replace current digital storage formats, such as laserdisc, CD-ROM, and audio CDs, with the single digital format of digital video disc.

E1
A European standard for transmission capacity handling 2.048 Mbps.

Ethernet 10-Base-T
An Ethernet network is characterized by a single, passive, serial bus to which all devices are connected.  Each device detects the presence or absence of data on the bus.  10-Base-T is the network or bus speed of 10 Mbps.

Fiber Optic Cable
A cable constructed of a very fine glass fiber.  It has the capacity of transmitting optical signals long distances at very low loss.  It is used for high rate data transmission over long distances.

Frame Relay
A data transmission technology that quickly switches and routes digital packets with a low bit rate error.

Firewall
Application software which can reside in a communications router, server, or some other device.  That device physically and/or logically is a first point of access into a networked system.  On an active basis, the device can block access to unauthorized entities, effectively acting as a security firewall.

FTP
File Transfer Protocol – Also a site where files or stored on the web.

Gbyte
Gigabyte – A billion bytes of data.

GIS
Graphic Information System – A computer system used to store or process graphic information, usually maps

grid network
A network comprised of a array of notes or stations, usually refers to a satellite network.

HF
High Frequency – a radio transmitter/receiver operating in the band between 3 and 30 MHz.

Hubs
Allow the connection of a number of network devices using the same protocol into a single network.

INMARSAT (Mini-M)
A satellite communications system established to provide a range of voice and multimedia communications for customers.  The Mini-M refers to a system using a 20cm antenna and offering voice (4800 baud), FAX (4800 baud) and data transmission (2400 baud).

INMARSAT B
A satellite communications system established to provide a range of voice and multimedia communications for customers.  The B refers to a system using an 80 cm antenna and offering voice, FAX and data transmission at rates up to 64 Kbaud.

ISDN
Integrated Services Digital Network – A digital connection at 64 Kbaud.  Two circuits may be combined to produce 128 Kbaud. 

ISP
Internet Service Provider – The point of access for a user to the Internet.

Kbps, Kilo Baud, or Kbaud
A unit of speed in data transmission usually equal to one thousand bits per second.
LAN
Local Area Network – A network of work stations and personal computers linked via wiring installed by the operator or provided by the telephone company or via wireless applications.

MHz
Million Hz – a unit of radio frequency

Mirrored
A applies to disk drives it refers to the writing of data on two (or more) drives at the same time to assure data integrity if one drive should fail (Also referred to as RAID 1).

Multiplexer
A device that combines two or more signals.

MUX
A Multiplexer

peer-to-peer
A network connecting two or more computers with out the use of a server.

Points of Presence (POP)
1.  A point in a wide area network to which a user can connect with a local telephone call.                  
2.  A point at which a long distance telephone carrier connects to a local telephone exchange or to an individual user.

Port Replicator
A device to provide more external ports to a personal computer.

Ku-Band
Satellite communications using 14 GHz for the uplink and 12 GHz for the downlink.

Radio Link
A system for ground communications using transmitters and receivers.  The frequency is typically in the 2 to 8 GHz bands.  The transmission is line of site.

Router
An intermediary device on a communications network that expedites message delivery. On a single network linking many computers through a mesh of possible connections, a router receives transmitted messages and forwards them to their correct destinations over the most efficient available route. On an interconnected set of local area networks (LANs) using the same communications protocols, a router serves the somewhat different function of acting as a link between LANs, enabling messages to be sent from one to another. 

Server
1.  On a local area network (LAN), a computer running administrative software that controls access to the network and its resources, such as printers and disk drives, and provides resources to computers functioning as workstations on the network.
2.  On the Internet or other network, a computer or program that responds to commands from a client. For example, a file server may contain an archive of data or program files; when a client submits a request for a file, the server transfers a copy of the file to the client

T1 
A Unit of transmission capacity equal to 1.544 Mbps in throughput.

UNIX
A trademark for a computer disk operating system.  Typically used of servers on larger networks.

VHF
Very High Frequency - a radio transmitter/receiver operating in the band between 30 and 300 MHz.

VPN
Virtual Private Network – Using software to partition capacity from a connection to the Internet to allow two (or more) users to act as if they had dedicated private connections.

VSAT
Very Small Apiture Terminal – Low-cost earth stations equipped with antennas typically 1 to 2.4 m in diameter and a low transmit power of about 1 to 10 W.  They usually operate in the 6 and 14 GHz bands.

WAN
Wide Area Network – A network extending over a large geographic region.

Windows NT 4.0
A disk operating system usually used for small low priced servers.

WWW
World Wide Web - The total set of interlinked hypertext documents residing on HTTP servers all around the world. Documents on the World Wide Web, called pages or Web pages, are written in HTML (Hypertext Markup Language), identified by URLs (Uniform Resource Locators) that specify the particular machine and pathname by which a file can be accessed, and transmitted from node to node to the end user under HTTP (Hypertext Transfer Protocol). Codes, called tags, embedded in an HTML document associate particular words and images in the document with URLs so that a user can access another file, which may be halfway around the world, at the press of a key or the click of a mouse. These files may contain text (in a variety of fonts and styles), graphics images, movie files, sounds, and Java applets, ActiveX controls, or other small embedded software programs that execute when a Web page is accessed or when the user activates them by clicking on a link. A user visiting a Web page also may be able to download files from an FTP site and send messages to other users via e-mail by using links on the Web page. The World Wide Web was developed by Timothy Berners-Lee in 1989 for the European Laboratory for Particle Physics (CERN)

x.25
An ITU-recognized protocol for user access to data networks.

APPENDIX C   MISSION 1 REPORT




1 INTRODUCTION

This report covers the first mission conducted to investigate the telecommunications connectivity concerns for Azerbaijan and Kazakhstan.  A future mission(s) will address Iran, Turkmenistan, and Russia.

The facts and findings reported are my own.  I received invaluable assistance from those I met.  Due to language difficulties, many of the interviews were conducted through an interpreter.  While all of the interpreters were excellent, it is possible that I have misunderstood some critical points.  I ask all reviewers to correct any misunderstanding or omissions.  I have largely restricted my observations to telecommunications issues and those directly related to telecommunications.
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2  INTERVIEWS

These interviews were conducted over a period of two weeks in various locations within Azerbaijan and Kazakhstan.  Please see Appendix A for a list of questions asked and Appendix B for the schedule.  Not all questions were asked of a given group.

2 Aug., 09:45 – 11:00 - Baku - Meeting with Vladimir L. Vladymyrov, Ph.D.

I met with the Vladimir Vladymyrov, who is the Scientific Liaison and Information Management Officer for the Caspian Environment Programme.  He is located in the Programme Coordination Unit (PCU) in Baku, Azerbaijan.  He coordinates all the Caspian Environment Programme Data Activities.  The PCU houses about 20 persons, part of which are with the United Nations Development Program, Global Environment Facility (UNDP) and the rest with TACIS or the World Bank.  There are currently two full time professionals working with Vladimir, one is a GIS and the other is a database professional.  In addition, they have a part time web administrator.  They are also hiring a new full time Local Area Network (LAN) Administrator.  This person is expected to start 8/8/00 (he had just started when I stopped back in Baku on my way back to the US).  There are currently 14 computers in the office; they are all new (Pentium 2 or 3 machines).  The PCU has a requirement to support visitors who arrive without computers and well as providing LAN connections for those who have laptops.  At a recent conference, they required five extra PCs for visitors.  The requirement that all purchases above $100 be put out on tender prolongs the process of acquiring any hardware or software.  They are planning to purchase two new computers in the near future (one notebook computer with a port replicator and a GIS workstation).  Next month they will add one new computer for the LAN administrator and one for guest use.

The computers are networked.  All of the current stock of computers are attached to the local area network.  The network is wired using Category 5
 grade twisted pair wire.  The server is a Dell 2300 server (500 MHz, with 2 10-Gbyte mirrored Seagate hard drives) purchased in August 1999.  The network has three hubs operating Ethernet 10-Base-T with the capacity of 30 PCs.  They are connected to the Internet via a 64 Kilo Baud leased line.  The interface uses a Cisco 2500 series router, CSU/DSU, and a modem.  There are no connection or data quality problems with the dedicated phone line. They also have a dial-up modem connection to the server at 33 Kilo Baud.  They have some problems with network speed when moving GIS files (this problem will increase with the addition of a second GIS workstation).  Most of the GIS data are currently stored locally on the GIS workstation.  The plan is to migrate those data to the server.

There is currently one scanner (A0 size) with a second (A3) planned for GIS use.  The Internet Service Provider (ISP) is ADANET.  The ISP provides 10 Mbytes of space allotted for their web site and are planning an additional 10.  There have been no hacking attacks noted.

The database plan is for each center to have its own dedicated databases and to transfer to the PCU selected results
.  The central database will be small (hence no need for high traffic connections).  They will put selected parts of the central database up on the web site.  CD-ROM will then be used to distribute the central database.  The decision of the size and nature of any upgrade to the interface with the Internet will be postponed until the local area network specialist has started.

Vision – they would like to have the program web site as informative as possible.  There would be also a web site for each of the CRTCs.

Problems – They have difficulty sending email to some of the CRTCs.

2 Aug., 13:00 - Meeting with TACIS at PCU, Dr. Bakhtiyar Muradov

I met with Dr. Muradov to gather background information on the project organization and the roles of the TACIS, UNDP, EU, the World Bank, and other related organizations.  The provided me several charts of the organization of the CEP.  

They mentioned one problem that I found reoccurring throughout, that of data exchange.  I have noticed that many organizations have a tendency to hold or hoard data; others are still deciding what data is to be collected, while still others are unsure of the means of exchange.  One of the principle challenges is the timely exchange of data.  The Data and Information Management Theme is working on addressing this issue
.

Using Internet access then each organization could access the data that they require.

3 August, 09:00 – Baku - Meeting with Caspian Basin Emergency Response Agency (CBERA)

I met with Mr. Baluaga Mamedon (telephone 220-59-70).  The organization performs oil spill response, salvage, and survey.  They were founded in 1979.  Since that time they have performed 22 oil spill recovery operations not only in the Caspian Sea, but also in Russia, Baltic Sea, and in Uzbekistan.  These operations are both land and sea recovery.  They have equipment valued at $7 million.

They state that the oil spill recovery work is currently bad with little or no organization.  In Soviet times, they got a budget from the Ministry of Shipping and they covered the entire Caspian Sea.  Today this level of organization does not exist.  The firm of Briggs Marine has a contract from the oil companies to provide oil spill response for the oil consortium.  The Caspian Basin Emergency Response Agency has some small contracts to provide support for oil tanker routes.  They are also a standby service to backup Briggs marine.  They say that Briggs marine has no oil spill recovery vessel.  CBERA has the only two oil recovery vessels on the sea.

The chain of command for an oil spill starts with the State Ecology Committee (for Azerbaijan) or similar committee in the other countries.  They contact the oil company responsible who is required to contract with the oil spill recovery service provider.  There is no single government organization responsible for the whole of the Caspian Sea.  The cleanup service provider then controls the cleanup operation
.  CBERA has a 24-hour a day command center to communicate with their ship.  This communication is via High Frequency (HF) radio (2.525 MHz).  They say that they have not difficulty reaching the entire sea from Baku.  They have an older satellite radio which does not work at the present.  The HF radio equipment used is old soviet style radio that appears to be working.

CBERA has two recovery ships.  The larger vessel is the “Svetlomor 2” and the smaller “Arcteu.”  The larger vessel is 51.8 meters long, 4.2 meters draft, and displaces 1650 tones.  They also have a variety of oil separators, booms, and associated equipment.  The equipment we saw was older but appeared serviceable.  They showed us the last marine survey
 on the Svetlomor 2 done less than a year ago.  This survey showed the vessel to be in good condition.  They are, however, required to upgrade navigation and radio equipment to meet conditions to be imposed by their insurance underwriter at the end of the year.  The Svetlomor 2 is now used largely for cargo, geological surveying, or other similar duties.  The smaller vessel is a high-speed craft about 20 meters long.  It is reputably capable of 22 knots.

For communications, they use the radio mentioned above along with the telephone.  They do not have any computers.

They state that they conduct oil spill recovery exercises twice every year.

3 August, 11:00  – NFP Office

We met with Mr. Fuad Akhund-Zade at the State Committee of Azerbaijan Republic on Ecology and Nature Utilization Control, Head of Environmental Projects Department (telephone 92-60-19).  Their department has 65 to 70 persons, while the entire organization has 1500 employees in the 31 regions of Azerbaijan.

They state that they have major communications problems.  The major problem centers on the phones used to maintain contact within the organizations and outside.  They are unable to pay phone bills so that the phones are often switched off.  It is such a problem that they routinely contact staff through their home phones rather than office phones that may or may not be working.  They have 25 phones in the office.  They also had a radio network, but is inoperable for lack of funds.

They have few computers, only 4 have Internet connections with email.  There are no computers in the offices outside of Baku.  There is no network of any type (LAN, WAN).

For emergency response, there is the State Committee of Emergency.  The chief is the vice minister of Azerbaijan.  There is no command center.  Communications are by telephone and FAX.  They communicate with the oil companies via FAX.  Information on weather and water levels are obtained from the Committee on Meteorology and Irrigation by phone.

3 August, 14:30  –Baku -  State Environment Committee of Azerbaijan Republic, Mr. Hajiyev Najaf Imamali Oglu

I met with Mr. Hajiyev Najaf Imanali Oglu.  The meeting was at his office for Inspection rather then in the CRTC offices.  He is the Director of the CRTC for Pollution Control.  He is also responsible for the state inspection program.  They have a staff of 80 persons including 15 to 20 inspectors.  They also have one ship with a crew of 10.  They have their own building with three laboratories with a total of 800 square meters.  They communicate by phone, FAX, and letter.  The only computers are attached to specific pieces of laboratory equipment (atomic absorption, and liquid and gas chromatograph).  They have a total of four personal computers (PC) which are not networked.  They also have two other computers (older PCs).  They are collecting information on pollution and entering it into a Microsoft Access database.  They use a hydrodynamic model from VKI to model the hydrodynamic transport of pollution.

They are hoping to get a GIS system with maps.

 3 August, 17:30  – Baku - CRTC for Pollution Control

I met with Mr. Arne Jensen, the Team Leader for the Regional Center for Pollution Control.  He came to the PCU.  I had missed him in my earlier visit to his office.  In the CRTC office, they have currently three computers, with modems.  All computers are Pentium II models.  The computers are not networked.  They have had significant problems with their phone system.  They were unable to get a satisfactory line or connection using the telephone wiring available.  The solution they chose is to use a small microwave transceiver to connect to a point (about 4 Km away) where phone service is available.  They have two lines connected to this service.

They suggested that we meet further at their offices upon my return to Baku.  I would also survey their existing phone system and make recommendations.

4 August, 09:30 Baku - Meeting with Briggs Marine

I met with Mr. Mike Sheraton, Briggs operations manager.  They are under contract with the major oil companies in Azerbaijan to provide oil spill response.  One of their major problems with response is customs / border issues.  Equipment may be delayed at the border for days or even weeks waiting for customs’ clearance.  Radios are the most difficult to import into most countries in the region.  The reason is that they require special licensing and customs clearances.  The countries of Azerbaijan and Georgia have the most restrictive customs, while those in Turkey are impossible.  If they require additional oil spill response equipment or manpower, they obtain it from their headquarters in Aberdeen Scotland rather than locally.  There is some friction between them and CBERA.  They stated that on a recent recovery CBERA was told to leave by the oil company.  They also stated that the larger of the CBERA ships was modified to do geological surveys and thus could not be used at present for oil spill recovery.  If they require ship support, they use the oil field supply vessels from the oil company with which they are working.  They do not operate in Iran, but are trying to change that.  Briggs Marine also operates in the region outside of the Caspian.

The procedure for oil spill response is for them to receive a call from the oil company directly.  The oil company sets up an on-scene commander and an incident command center.  Communications are via mobile telephones, VHF and HF radio, and satellite.

The oil companies do any air or water pollution transport modeling if necessary

They have a modern office with 10 or more personal computers (Pentium I or II).  They are networked (at least for printer sharing) and connected to an ISP via dial-up connections.

4 August, 11:00 – Baku - Meeting with ADANET (PCU’s Internet Service Provider)

I met with Nicolas Grushetsky (Director) and Dennis Neshtoon (System Administrator).  I asked about the service that the PCU was currently receiving.  They provide a 64 Kbps line (no protocol specified) with a maximum monthly transfer of two Gbits.  The cost is $700 a month.   There is some confusion since they have just come out with a new rate sheet with lower rates.  They base their rates on three factors:  Available speed (64 Kbps, 128 Kbps, 256 Kbps, and 512 Kbps), Load factor (the percentage of time that this speed is used), and total amount of information transferred in a month.  Prices vary from a low of $400 (64 Kbps, <10%, and 2 Gbits) to a maximum of $14,400 (512 Kbps, >50%, and 160 Gbits).  They also charge for data storage on their server for web sites and such.

They get their feed from a Russian satellite and from Intelsat.  Their feed rate from the Russian satellite is 2 Gbps.  I understood the transmission rate for Intelsat is the same.  There are no fiber optic cables connecting Baku with the world fiber optic network currently.

The PCU could upgrade their connection to 128 Kbps without replacement of any equipment (assuming the line quality was sufficient).

I asked about radio links (microwave links) and was told that these are available from several services.  I also asked about VSAT connections.  They believed that it was quite expensive ($15,000 per month for 64 Kbps)
.  There are strict license requirements for VSAT providers, so there are few providers.  Two routes are used; one through Russia the other through the US (Intelsat).  They again emphasized the low bandwidth and high cost.  VPN are possible at 32, 64, and 128 Kbps.  They feel that greater then 128 Kbps is cost prohibitive.

5 August, 18:30 – Almaty - Institute of Ecology and Sustainable Development, Thematic Center on Database and Data Management

We met with members of the office of the Thematic Center on Database and Data Management11.  Specific members were; Alexander Nikoloyenko (geographic, computer specialist, and GIS system) and Valery Lysenko (Botanist).

There are eight full time staff in the office with a group of up to 150 scientists that work with the center.  All eight staff are database specialists.  They work with existing database and GIS systems and develop some software.

They have six PCs; the oldest was acquired in 1997.  They are largely Pentium II and III systems set up for graphics and GIS.  They plan to acquire a new computer in September and may acquire more if project loads require.  Five of the computers are connected via a local area network.  The network is peer-to-peer with no server.  They have two color and two black and white printers.  They could not confirm the speed of the net; however it is likely 10Base-T Ethernet.  The remaining computer is used for connection to the Internet.  They are concerned about the presence of viruses.  They had a bad experience with the Chernobyl virus.  The computer is connected to the Internet via a network connection to the server of the National Environmental Center (NEC), which is in turn connected to an Internet provider.  They did not know the speed of the connection but I suspect that it is a 64 Kilobit hardwired connection based on their statement of speed of movement of data.  There is a CD-ROM writer on at least one of the PCs.

They use Microsoft Access and FoxPro as well as ARCView for database management and GIS.  They typically need to share information with the centers for Biodiversity and Sea Level Change.  They have devised a structure for information interchange; however there has been no agreement on the methods for information interchange.  They state that the only agreement has been to exchange finished results rather then raw data
.  They have a large number of datasets in ARCView format.  These include distribution of species, environments, soils, and geographic information
.  These datasets are quite useful and need to be shared.

They have created a web page to represent general information on the Kazakhstan part of the Caspian Environmental Program.  They believe that Atyrau may have created a similar web page.  They wrote the web page in house.  

7 August, 10:30 – Astana - Climate Change Coordination Center, National Focal Point on Climate Change

I met with Dr. Kanat Baigarin, Head of the Climate Change Coordination Center.  It is a branch office of the Ministry of Natural Resources in Kokshetau.  It appears to have a staff of about seven or eight.

There are five computers in the office in addition to several printers and a FAX machine.  The computer network is peer-to-peer.  The connection to the Internet is via an individual modem on each PC.  The phone lines (and most likely the phone switch as well) are new so they have little difficulty in connection.  They are planning to add a server and a direct connection to their ISP in the near future.

8 August, 09:00 – Kokshetau -  National Environmental Center for Sustainable Development for the Republic of Kazakhstan, Chairman of the Caspian Sea and Oil Gas Pollution Problems Committee

I met with Ms. Ludmila Shabanova and others from her center and many others from the Ministry of Natural Resources and Environmental Protection of the Republic of Kazakstan.

To determine the nature of their computer network I met with Erden Sagandykov.  He described their LAN as having 30 computers networked together by Ethernet 10Base-T connections to a hub (perhaps hubs?).  The center has two servers: one primary and a second backup.  The primary server is a Pentium II computer at 220 MHz.  It has two disk drives: one containing 10 Gbytes and the second 6 Gbytes.  The network then connects to a router (Cisco 3600) shared by the entire Ministry.  The router connects to the Internet Service Provider at 64 Kbps.  The line is a satellite connection using ISDN Protocol.  No one knows the exact nature of the connection (satellite used or frequency band).  The ISP is NURSAT.  They do not currently have a firewall or allow dial-in access.

Their phone system uses a Siemans switch.  They state that they have problems with both local and international telephone calls due to overloading of the telephone switch.  A new switch is being constructed but is not ready yet.  Considering the fact that they have to use satellite connections to their ISP, the quality of the existing phone switch is likely poor.  They have some weather-related problems with the satellite connection (suggesting a frequency above 10 GHz) to the ISP.  Power problems are most frequent in the winter when the use of auxiliary heaters over-taxes the power grid.

I then sought to determine the nature of the supporting LAN; I met with Valery Shevchenko, IT specialist of the environmental Protection Committee.  He briefed me on the nature of the remainder of the network.  They have about 100 computers on their network.  Their servers use Windows NT 4.0.  They have two servers; one for email and the other used for database storage.  They have two further servers, which use a version of UNIX called AIX (version 4.21).  They must upgrade to version 4.3 before they can use these servers on the network.  They have a total of nine hubs (one on each floor and several on one floor).  They provided the cost for the direct satellite line as being $600 per month for 64 Kbps connection with a maximum data transfer of 2 Gigabytes.  If the amount transferred goes to 4 Gigabytes then the cost becomes $800.  They seem to believe that to go to 128 Kbps the price would not be much more (I disagree on this point – other information suggests it may be a lot more).  It is also clear that the Internet usage is high and likely to increase (on a sample download the maximum data rate obtained was 1.5 Kbps).  When the new phone switch is completed they may be able to get land connections at a higher rate and/or at a lower price.  They currently do not host either a web site or a FTP site, so the inbound traffic is likely low.

I met at some length with Ludmila to discuss the center’s organization and function.  She provided a great deal of background information particularly on the organization in Kazakhstan.  They were first established as a group to prepare the National Environmental Action Plan (NEAP).  Regional offices were established to provide data on local issues.  About 200 experts provided input to this work.  After this work was completed, they were assigned four tasks by the National Environmental Committee:  1) prepare documents with the intesectoral committee (all national focal points), 2) program and monitor project (have an extensive database of projects), 3) preparation of projects, and 4) Caspian Sea oil and gas pollution problems committee.  They coordinate various national thematic centers within Kazakhstan.

8 August, 15:00  - Kokshetau - Ministry of Natural Resources and Environmental Protection of Kazakhstan

I met with the Deputy Chairman of the Committee of Environmental Protection for Kazakhstan.  It was a short meeting and was intended to thank him for his staff’s hospitality and help.  He views the connection of all centers with a single network as an important task.  The idea first surfaced about 10 years ago as the Republic Ecology Information Network.  Ten design drafts of this system have been developed.  Nothing yet has been implemented.


He asserted that there were 3-dimensional models available to model oil transport in the case of oil spills.  Time ran out and he did not elaborate.

9 August, 11:00 – Astana - Ministry of Communications and Transport

We first met with the head of the division for multi-lateral cooperation.  She was not at all technical.  We briefed her in detail on our needs and she agreed to arrange a meeting with the head of the department of telecommunications.

At noon, we met with the Director of the Telecommunication Department.  He painted a somewhat rosy picture of telecommunications in Kazakhstan and the region.  He stated that there exists a program to provide data service throughout the region.  Three major telecommunications backbones exist or are planned in the next year:

1. Trans-Asia Fiber Optic Cable – Starts in Shanghai, China (where it connects to the international fiber optic networks).  It then goes to Almaty, Tashkent, Ashgabad, Teheran, Istanbul, then by sea cable to Ukraine and Georgia
.

2. Baku-Atyrau cable – This cable is planned for next year.  It would connect to a cable being laid from Astana to Atyrau (which in turn connects to the Trans-Asia Fiber Optic Cable.  It would be laid along with the planned pipeline
 following that same route.

3. A fiber optic cable laid along with the CPC pipeline from the Tenghiz oil field in Kazakhstan, through Atyrau, to Astrakhan and on into Novorassisk.

They are continuing to upgrade their telephone switches using Lucent, Arctel, and Nortel.

9 August, 14:00 –Astana - Meeting with Kazakhstan Oil Company

I met with the Deputy Director of Ecology and Labor Protection and Emergencies, Nazhikenov Kerey (phone 2-5910).  He had received my questionnaire (in error).  He was puzzled as what to do with it.  He said it would need to be reviewed before he could provide any answers.  I told him about the error.  He then stated he would not speak on any telecommunications matters without his boss’ permission.  I asked him other questions about communications, but again he would not respond.  When I asked him about oil spill response and modeling he became aggravated and wanted to know what I was collecting information for.  The interview concluded at this point.

10 August, 09:00 – Atyrau - CRTC on Biodiversity Protection

I met with the coordinator, Mr. Alexander Avraamovich Bolshov, in his office.  Also present was his assistant, Ms. Janat Utepbergenova.  They are the only full time persons in the office.  They have other experts in the office for short stays to work on projects, but mostly they work in their own offices.  They have about 12 persons working with them at any time.

The Center coordinates with CEP.  The are working on the survey of Biodiversity, Transboundary Diagnostic Analysis, drafting a strategic action plan for biodiversity, and national and regional report on the status of biodiversity.  Last June they conducted a meeting in Almaty on biodiversity.

He is planning to arrange meetings with experts on the Caspian ecology program later this afternoon.  Tomorrow we will meet with the Oblast Department of Ecology, department of bio-resources protection of the Ministry of Ecology.  They deal with fishery and seal protection.  We may also meet with the health department and the head of the ecology department of the oil consortium.

I asked him what might be his major communications problem.  He stated that it was lack of email with the experts working on his program.  Most experts work in Almaty at the Academy of Sciences or other scientific institutions.  To transmit email, they must go to different places (because they lack email in their own offices) or dial long distance to the center.  The international consultants (one in the united States) have adequate email.  Within Atyrau, they have adequate email.

They are working on a database for biodiversity.  It is not yet designed yet.  The consultant in the United States is just beginning the design.  It will include: type of organism, quantity, location, identification of time and date of finding, and time and date of last finding.  They have already collected some data but will continue to collect more.  There have been two options considered for database storage location: the first is to collect all data in Baku and the other is to collect the database in Atyrau.  For the moment, it has been decided to keep the database in Atyrau.

They have three computers (I saw at least two more that appear not to be working).  Two are connected together (peer-to-peer for printer sharing).  They have one modem to connect to the outside.   Their Internet service provider is ASTEL.  They have some difficulty with telephone connections.  Long calls (greater then five minutes) are lost and there are difficulties with dial tone and line quality.  There is an additional problem working with the server in Almaty.  They also approached KAZTELCOM, the local telephone company, but the lines were poor.   They did not consider satellite connection.  They also have problems with local telephone calls.  The problem is most noticeable just after it rains.  Apparently, the connection points and punch down blocks are not protected from the weather well.  The local power is ok.  It is off at some times but does not fluctuate greatly.  They will need a UPS to protect the existing and planned computer equipment.

They may purchase another computer in the future for GIS work.  None of their current computers is able to support GIS.  They are also planning to add a second modem for Internet and email access.

They have created a page on the CEP web site with their program information.  It was created in July 2000.

Their major concerns include the need for all national experts to have email.  They feel that all Kazakhstan experts should have access to email.

10 August, 14:30  - Atyrau - Meeting with local experts working with the Biodiversity CRTC

I met with a group of six consultants who have just started working with the center.  One person works on problems with the coastal zone.  He has not started his work yet.  Funds are just now being allocated.  He has prepared reports for the CRTC for Pollution Control.  There are computer problems and lack of access to email.  The expert on seals spoke of the difficulty in collecting data.  They lack remote sensing equipment.  The primary means of collecting information is by air survey during the fall and winter.  They have no means of going out and collecting data directly.  They have less then 10 years of historical data.  There was a recent seal death but not sampling to confirm the cause or location.

The expert from the health department stated that they have collected information on various category of public health for the past three years on the help of USAID.  They get hard copies of information on the rate of diseases related to pollution.  Now this information is kept in the computer in the health department (no local network).

They mentioned that the emergency response center is located Aktau and is just being organized now.  In the case of an oil spill, the oil company is supposed to notify the center within three hours.  But in many cases notification may take as long as ten days.  The oil company is then responsible for cleaning up the spill.  They are also responsible for modeling the path the spill may take and notifying the center.

These experts do not have computers or modems.  They also strongly stated the need for remote sensing.  They would like TV sensors for monitoring some sites as well as remote instruments.

10 August, 17:00  - Atyrau - Meeting with the Oblast Department of Environmental Protection

I met with Mr. Abdrakhnanov.  They are responsible for monitoring all companies and organizations that produce hazardous substances.  They license and monitor their use.  They are also tasked with enforcement of pollution laws.  They provide experts and monitoring of all enterprises within their geographic region and then report to the state organization.  They have a small laboratory to test soil, air, and water (I tried to visit the laboratory, but the person responsible was not there).  They provide data (largely in written form) that becomes part of the State Ecology Bulletin.

They do have a few computers, but they are not networked.  They do not have access to the Internet.

They currently get information on the water and air in the Tenghiz oil field from the oil company directly.  They feel that they need direct monitoring using some type of mobile lab.

The model used for oil spill and circulation modeling is OILMAP
.

I then met with the department head for monitoring.  The problem is they are not well equipped.  The laboratory has low capacity.  They do not have an updated database of the sources of pollution.  They mostly provide statistical data that they collect for the whole Oblast.  These data are provided to the Ministry of Ecology.  Most of the data are in hard copy form.

The raw data collection process is hampered at all stages by lack of equipment and sensor systems.  The collected data are in paper form and must be manually entered into a computer.  The resulting database is not available due to lack of connectivity (no network or modem).

There was an incident at the Tenghiz Oil field were a person or persons was reported to have died under conditions that might be pollution related
.  They would like to monitor conditions in and around the oil field; however, due to lack of equipment, they are unable to do so.

They also report that there are Soviet era historical data that would be useful but it is being hoarded by the generating agencies.  They would like to gain access.

11 August, 09:00 – Atyrau - Meeting with the Northern Caspian Department on Bio-resources protection

I met with the deputy head, Mr. Marat Zhanbatyrov, of the Northern Caspian Department on Bio-resources.  They are a part of the Ministry of Environment and Natural Resources.

They are responsible for the Mangystauskaya Oblast and the Western Kazakhstan Oblast.  They monitor and protect animals and other bio-resources.  They are also responsible for the control of the fish catch.  They collect information on fish catches, location of fish stocks, and spawning grounds.  They monitor the Ural River as well.  They have been providing screens on the pumps drawing water from the Ural to protect young fish.  They are also responsible for publishing warning of hazardous water regions.

The have currently two or three computers that are used for typing only.  They did mention that about one half of their database is on the computer.  However, they have no computer specialist.  There are no modems and no email.  The database, which goes back in some form for almost 65 years, is mostly on paper.  There have been many changes in management, function, and staff of the department over this time so the nature of the collected information has changed over the years.

They are poor in equipment.  Their boats are all out of operation for major maintenance.  The Motorola radios for communication are not working because the bill has not been paid.  As mentioned above they have computers but no training in their use.  They lack database software, modems, email, and a network.  They would like to have a boat that was able to remain offshore for two weeks or more, equipped with a laboratory (they estimate it would take about $1.2 Million US).

11 August, 11:00 – Atyrau -  Meeting with Offshore Kazakhstan International Operating Company (OKIOC)

I met with Vyacheslav Frey, a telecomm engineer with the oil consortium.

They have their own telecommunications network within the region.  It has five sites.  The main site is in The Hague.  They have a grid network using satellite communications.  They operate frame relay supporting voice and data.  They use Ku-Band satellite.  The link between The Hague and Berlin is leased fiber optic cable.  From there they go by satellite to the region.  One site is in Atyrau.  Others include the rigs and other land sites within Kazakhstan.

I asked him for his option of communications within the region.  He was aware of the Trans-Asia Fiber Optic Cable.  It is however in the far east side of the country and is not useful.  He was not aware of any cable connecting to the Trans-Asia Cable running to Astana, Atyrau, or Baku.  He did hear of a cable being laid as part of the CPC Pipeline through the Tenghiz oil field through Atyrau and then continues on through Russia to the Black Sea.  However, this link is not completed.  In addition, there has been some interest by the power company to provide a fiber optic cable along their right-of-way.  They are seeking interest before committing to construction.  OKIOC is interested in cables as they would reduce their connection charges.

There are three major VSAT providers in Kazakhstan: TNS-PLUS in Almaty, NURSAT, and KAZTELECOM.   A consortium lead by Hughes provides VSAT coverage throughout the CIS states.  It is possible to rent a 64 Kbps satellite transceiver.

They use HF-radio for communications throughout the Caspian Sea region.  It is capable of reaching most areas without difficulty.  The major problem is industrial interference.  It is particularly bad in the 3-to-10 MHz bands.  They have to locate the transmitter site outside of Atyrau for this reason.  The major source of interference is large UPS equipment.  They use two major UPS systems (one at 20 KVA and the other at 10 KVA) along with a back-up generator at 200 KVA.  They have two frequencies licensed.  It takes a long time to obtain a license for a radio in Kazakhstan.  Others participating in an emergency from within Kazakhstan can use their license frequency.  However, those from outside the country face a major challenge in obtaining a temporary license even in an emergency.

For communications, they use INMARSAT (Mini-M) as a backup communications path for cars, boats, and fixed sites.  They have one INMARSAT B station.

In Atyrau, the phone lines are poor.  Only dial up connections are available to the ISP.  No ISDN or faster service is available.  On dial up connections, the connection is frequently lost after five minutes or it may take a long time to get connected to the ISP.  The three major ISPs in Atyrau are:  NURSAT, ARNASPRINT, and KAZTELECOM.

They are unable to resell service to others due to the restrictions in their licenses.  They could not speak with any authority about the conditions in the four other countries in the region.  They also urged caution about any service provider that did not currently have a license to operate.

11 August, 14:30 – Atyrau - Meeting with Initiative for Social Action and Renewal in Eurasia (ISAR)

I met with Ms. Susan Gallagher, Atyrau program coordinator in her office.  They established an office in the city in November 1999.  They are funded by USAID.  Their main office is in Almaty.  They are an NGO that is working to aid other NGOs working in the environmental area (among other areas) with communications and data collection.  They host workshops, and help other local NGOs with email and telephone service.  Many of the local organizations do not have phone or email.

She mentioned CASPINFO, a database in the Moscow office, which collects information on Caspian environmental issues.  The database is largely published news articles and related matters.  The database is in Russian.

She confirmed the problems with the phones.  Apparently, the phone numbers with a leading three are the worst, five is better, and two is ok.

11 August, 16:00  – Atyrau -  Meeting with Oblast Telecomm Company

I met with the general director, Mr. Asan Ibrashev, of the local branch of KAZTELECOM.  Also present was the technical director, Mr. Kurmanjaly Imanjaliev.

They are the primary operating Telecommunication Company in Kazakhstan.  They offer a complete range of services in Atyrau.  These include voice, data, and videoconference.  They offer ISDN service at 64 KB.  They also offer 384 KB service for videoconference.  They are connected to the outside via E1 lines at 2 MB.  A fiber optic cable is being constructed from the Trans-Asia cable through Astana to Atyrau.  It is expected that this cable will be completed next year.  Their main switch is an AT&T 5ESS switch.

I asked him for tariff information.  He was unable to give me any information on the 64 KB line but directed me to the main office in Almaty.  I should talk to Lubmiliva Shaboniva at 5-87340.  They also offer microwave connections in the region as well as VSAT terminals.

[Note:  The information that he provided did not agree with the “on the ground” experience of the various users that we were able to contact.  It difficult to understand how the telephone company, within walking distance of the CRTC, cannot provide reliable service. I am told that their switch is located in another facility]

12 August, 11:00  – Almaty - CRTC on Water Level Fluctuations

I met with Terry Evans, Center Leader, in his office.  The center has been in operation about two years.  They are supported financially by TACIS.

They are concerned with the water level fluctuation in the Caspian Sea.  However, the fluctuation can be attributed to a wealth of different causes.  These causes include everything from geological changes in the basin to water balance changes.  They are also concerned with what concrete steps that can be taken to minimize flooding on the longer scale to affect the water level.

They are working with a gridded hydrological model.  The grid spacing is ½ degree.  They selected a gridded model because it does not require highly site-specific information that might be difficult or sensitive to obtain.  The bulk of the model development has been done in Russia.  The model, when completed, will be transferred to each of the countries.  The model relies heavily on GIS data.  The model is PC based.

Terry Evans is part time in the center (one month in three).  There is a part time staff of a deputy manager, an office manager, and a full time secretary.  They have a string of consultants that work on contract.  About 40% of the contract work is done on site, while the rest is done at their home bases.  They have a database of bibliographic references and people.  Most of their field collection is from contracted sources, not established databases.

They have two computers that belong directly to the program.  There are up to fifty in the facility which they are tenant.  They access the Internet via dial-up connection.  They are considering a network and also a direct connection (probably 64 Kbps).  The estimated cost of the connection is $450 per month.

They are considering accessing HYCOS data from the WMO office.  This meteorological database is available via satellite.  They are also considering a second database, WHYCOS (World Hydrological Cycle Observing System), for hydrological data.  WHYCOS is a worldwide system to allow the interchange of water-related data
 (appendix B for details of the program).

14 August, 10:00 Baku - Meeting with the CRTC for Pollution Control

I visited their office and surveyed there phone equipment.  The phone switch is a Panasonic 206 Electronic Modular Switch System.  It is connected to a Power Science Ltd. (catalogue # 86380942740-PCU-57V) radio link system.  The antenna is roof mounted (a roughly 9 inch square antenna).  It connects to a receiver about 5 km away on a nearby mountain.  The operating frequency is 4248 MHz.  They receive two channels (two phone numbers) through the link.  The link speed is likely 19.6 Kbps or less.  This is confirmed by the fact that the maximum modem connection rate is always less then 19.6 Kbps.  They report the cost at $15 per channel per month
.  They estimate the cost of installation at $300.  This system is necessary to provide any phone service at all.  The local wired phone connections are poor to non-existent.  It should be noted that the direct line distance to the PCU is 12 to 13 Km. The PCU is visible from the roof of the CRTC.

They have two PCs, one of which has a modem.  They are planning to obtain a second modem.

They have several databases related to their work.  These include sources of pollution of the Caspian Sea, river and industrial discharges, and urban discharges.  The CRTC for Pollution Assessment in Iran will collect data on open sea pollution.

3 FINDING AND RECOMMENDATIONS

3.1 Data Connectivity

The first major issue is to determine the extent of the connections to be provided.  At the core of the connection should be the ten CRTCs and the PCU.  The second ring would be the National Focal Points.  The third ring would include the regional centers, consultants, and organizations not formally part of CEP.

Each CRTC has it own unique issues related to communications.  In summary, these issues along with potential solutions are:

· PCU and Theme for Data and Information Management – has the best communications.  It is connected at 64 Kbps with a dedicated line.  It forms the hub of the CEP communications network.  The telephone connection from the center is good both within the region and internationally.  As the data needs increase, the connection would have to be increased to 128 Kbps or higher.

· CRTC for Pollution Control – is connected via radio link with low speed dial-up connection.  Their phone service uses the same link.  A potential solution would be to provide a radio link at 64 Kbps to the PCU.  Phone and data could share the same link.

· CRTC for Water Level Fluctuations – Has dial-up service only.  However, dedicated 64 Kbps or higher is available.  Their phone service is good.

· CRTC for Protection of Biodiversity – has little or no connection.  Their data connection potential is the most problematic of all the centers surveyed.  The only sure connection is to use VSAT service to a service provider (likely in Almaty).  Reliable phone service non-existent in many areas of Atyrau (including the location of the CRTC).  The same link could be used to provide phone service.

The national focal points have vastly differing conditions.

· Azerbaijan, the State Committee for Pollution Control – their computer resources are minimal.  To upgrade their computers, network, and connectivity (also train and operate) would be a major expense (tens of thousands of dollars).  Their phone system is in similar disrepair.  The budget of this agency so stretched that these improvements could not be done within budget.  Outside assistance would be required (both for the initial equipment and also for its continued operation).

· Kazakhstan, National Environmental Center for Sustainable Development – They are part of an established network, which is able to provide the connectivity needed.  However, the phone system that uses the local telephone provider is poor.

The third ring of participants all has similar problems.

· Email – each consultant needs to be able to access and exchange email where possible.  It should be possible to establish email accounts for all participants on the CEP network.  This would require access numbers to be provided at each of the CRTCs.  One or perhaps more dial-up lines could be added to the existing (or planned local networks).  Consultants could then reach the CEP network by dialing a local number and then send / receive email.

· Exchange of Information – attachments to email could be used.  Other means would include the existing Web site, a new FTP site, or public information files available through the mail server.  It is likely that some combination of these systems would be used.

· Internet Access – Using the potential CEP network is likely to be too slow and too costly to provide Internet access to the third ring clients.  The CRTCs would have Internet access directly.

3.2 Network Topology

In order to provide the necessary backbone for a potential CEP network, I suggest that a Virtual Private Network (VPN) be considered using the Internet.  A VPN uses each site’s connection to the Internet to allow traffic from one site to be routed in a secure manner to another site.  To users, the network would appear to be a single network.  Data could be shared as if the computers were directly connected.  It is a well-established technique and would suit this situation.  There are some considerations:

1. Each site, in the first ring, should have direct Internet connections (PCU and CRTCs).  Dial-up connections can work but the data transfer rate is too slow to be useful.  They are also subject to the availability of lines.

2. Each site should have its own local area network.  This would include a router, server, and connected PCs.

3. Each site should have a Firewall.  None of the sites currently has a firewall.  A firewall is used to protect the site against hacker attacks from the Internet.  While the network does not carry sensitive information or information that is high on the priority list for hackers, any site is subject to persons entering for curiosity or to do mischief.  The potential loss of critical information is high.  Hackers also use networks as stepping-stones to other networks (either to conceal their origins or to avoid phone charges or both).

4. The ISPs used by each of the sites must by poled to determine if they support VPN and are able to allow VPN traffic to pass.  Test must also be made before any hardware is purchased to determine if they do pass the required information.  Any Terms of Reference (TOR) should address specific performance issues.  Alternative or competing providers should be considered so as to get the lowest possible price and best performance.

5. A study should be undertaken (Theme for Data and Information Management or independent part) to determine the best connection rate.  This study likely would include a small-scale model of the entire data network.  This should consider the data to be exchanged, other services carried (phone, FAX, email), second and third ring clients, and likely growth in the system.

6. Investigate the existing or planned routers to assure that they can be used for VPN.  This is important for second and third ring clients as well.

There are major additions to the current equipment that will be required to provide this network (firewalls are not mentioned as they are required throughout):

1. PCU and Theme for Database and Information Management – upgrade to 128 Kbps, additional dial up line.

2. CRTC for Pollution Control – Server, router, radio link to PCU supporting 64 Kbps, MUX (multiplexer used to allow phone and data traffic on the same line), network card for PCs, and cabling.  Additional equipment is needed on the PCU end to provide the other end of the radio link and interface with the telephone system.

3. CRTC for Water Level Fluctuations – Server, router, dedicated line at 64 Kbps, one or more modems with phone lines for dial-up traffic, network card for PCs, and cabling.

4. CRTC for Protection of Biodiversity – VSAT terminal to ISP at 64 Kbps
, Server, router, one or more modems with phone lines for dial-up traffic, network card for PCs (they may have some since they seem to have peer-to-peer networking), and cabling.

Before this system can be designed the remaining three countries need to be surveyed.  If the existence of the Trans-Asia Cable is confirmed, Iran and Turkmenistan may be not a major problem for connectivity.  I understand that in Turkmenistan the government is going to provide all Internet access.  This suggests that access is possible but at a high cost.  Any alternatives (international telephone, satellite, or radio) will run into licensing or cost issues or both.  The Russian connection is likely to be different for Moscow and Astrakhan.  Good Internet connections exist in Moscow.

A secondary issue for connectivity in all countries is the “local loop” or “last mile”.  This refers to the connection between the ISP and the site.  While in some sections of cities (where newer switches have been installed and the wiring is good) this is not a difficulty; in other sections this connectivity is a major obstacle.  Baku is a good example.

An access point outside of the region should be considered for the network.  This would be quite useful for consultants and program managers who require access to the network.  This would also allow those using the network within the region a outlet to access data on one or more networks containing data of a similar type.  This might be one or more locations (UNDP, TACIS, The World Bank) that is available to international consultants.  This would allow wider international access to the data and to allow contribution and monitoring of the program.  Wider access is facilitated by providing additional paths into the members of the network.  Currently access is only provided by the individual ISPs.  

If the ISPs are located on regions of the Internet that are served by low speed connections that are available only part time, then the common search engines will not pick up links to the programs web sites as readily as if they were on more highly traveled portions of the Internet.

Other potential backbone elements must also be considered.  One or more of the oil companies operating in the region might be willing to assist in connectivity as a grant-in-kind to the program.  The use of WMO facilities must be further investigated.

3.3 Communications Related to Oil Spill Response

Oil spill response in the two countries visited in the region largely centers on the oil companies.  They have a variety of communications at their disposal.  The most useful is HF radio.  Groups working directly with the oil companies (Briggs Marine) have access to this communications system and have their own capacity.  The two frequencies are likely sufficient for small to moderate cleanups wholly in national waters.  Larger spills or those that cross national areas of responsibility will require greater assets.  Other governmental and non-governmental groups that need to coordinate or monitor this effort are faced with major communications problems.  Many of the groups do not have the funds to provide any communications equipment.  Others may have some equipment but it is old and may not operate.  All groups are faced with the problem of importing radio equipment into countries in the region.  Frequency assignments and licenses are difficult and time-consuming to obtain
.

There is no regional response authority or command structure so each nation has its own capacity.  This assures that the requirements and rules will differ between nations.

If the local governments begin to take a larger role in the coordination and management of spills and other environmental incidents, then the entire communications structure for oil spill response will require reconsideration.  Now the oil company largely runs it with oil company (or contractor) assets.  Monitoring and coordination outside the oil company are minimal.

4 OTHER MAJOR ISSUES ENCOUNTERED

4.1 Exchange of Raw or Calibrated Data

There is a lack of uniform consensus on the exchange of primary or “raw” data.  We found no organizations that were unwilling to exchange raw data, however we were frequently told of other organizations that were unwilling to exchange data.  The major problem seems to stem from historical data sets that were collected in the past.  It may be that these sets have some monetary value, the agencies are strapped for money and thus any potential revenue source are considered vital.

4.2 Lack of Universal Email Access

Some members of the team working on the project do not have email.  It is either because they do not have email access at their place of work and thus do not have a email address or they do not have any access to the Internet without going to a third party provider (Internet Café) or calling long distance.  Any potential CEP network should provide access points for consultants and other agencies to tap into the network for email and data exchange.

4.3 No Final Overall Database Design or Standard

It appears that even with the major contributions of the Theme for Databases in Baku and the National Center in Almaty, the design for the database is in its early stages of evolution.  Many tasks have been begun but have not progressed very far, others have not yet begun.  The major obstacle, in my option, is the lack of a very detailed design and the clear commitment to a distributed database.  A distributed database would encompass all the data collected as part of this program.  It would be hosted on a wide range of systems throughout CEP.  Any one accessing a portion of the database would have the entire collection at their disposal.  As things currently stand, the databases are considered as a collection of individual databases that will be shared.

Upon my return, I did receive emails and reports that suggests that this issue is being addressed or at least considered.

This issue is critical to the telecommunications design as the major task of the CEP network will be to support the exchange of data.  With out a final design for the data exchange it is difficult to finalize the needs of the telecommunications design.

Appendix C 

Survey Questions

Questions asked of persons interviewed.  The questionnaire was originally written February 29, 2000.  It was updated to add questions related to oil spill response on July 21, 2000.

C.1.1 Introduction

The purpose of this questionnaire is to aid in the collection of data for the telecommunications survey.  The survey is tasked to accomplish three goals:

1. Survey the telecommunications needs of the program participants.  
2. Survey the existing telecommunications infrastructure and regulatory environment
3. Recommended Telecommunications Infrastructure Options.
The survey will focus primarily on the data needs but also consider the needs for voice, fax, email, and video as well.  The questionnaire will be given out ahead of the in-country meetings in order to allow the participants to collect information that may not be readily available, aid in the selection of persons who may wish to contribute to the meetings, and allow the meetings to proceed efficiently (especially in view of the language differences and technical jargon).

C.1.2 Survey


C.1.3 Overview – Questions relating to mission and job function

· What location are these responses for?

· What is the location’s primary function?

· What other functions does the location perform?

· How many persons are working at this location?

· What is personal breakdown by function, discipline?

· Is there an organization chart?

· Is there a full or part time Information Technology (IT) or Computer professional on staff?  What are their responsibilities?

· Is there a database administrator, developer, or software developer on staff?

C.1.4 Computer – Questions relating to hardware used, capacities

· How many Personal Computers (PC) are located at this site, what is the range of processor speed, storage capacity?

· Is it anticipated that new computers will be added in the next 12 to 24 months?  If so, how many?

· Are the computers networked?  If so how many are attached to the network?  What network protocols are used?

· How is the network wired (copper wire, fiber optic, coaxial cable)?

· How many hubs, routers, or switches comprise the Network?

· Is there a Network server?  What are the capacities of the server?  Is there more then one server?  If there are more then one, what are their functions?  How is the network cabled?  Is there a network diagram available?

· Is there a data storage server, CD ROM jukebox, CD ROM Cutter, or DVD drive(s)?

· Is there a scanner, slide scanner, or video capture device available.  Does the network store, process, or collect video images.

· Is the Network connected to the Internet?  If so, how?

· Is the Network used for email or news?

C.1.5 Database – Questions relating to Databases used, software, and the extend that data is shared

· What Database Management Systems (DBMS) are being used?  What versions?

· Are the DBMS off the shelf or have they been developed?

· What databases exist and are planned?

· How will the information in the databases be shared?

· Will any of the information be posted to the WWW or to a FTP site?

· How is the information collected, processed, verified, stored, and archived?

· What types of information is contained in the databases (numerical, text, pictures, sound, video)

· Are the databases encrypted or password protected?

· Beyond scientific value, is there any value to the information in the databases; are there any distribution limits on the information?  If so, what are they?

· Was any of the database information purchased?

· Is there a Geographic Information System (GIS)?  If so, is it integrated with the rest of the database(s)?

· What map databases are used?  Are there any restrictions on the dissemination of this information?

C.1.6 Connections – Questions relating to the interconnections of this location with others

· Do any of the computers have modems?  If so what speeds and protocols do they use?  How often are they able to connect at this rate?  How often are they disconnected due to line problems?

· What are the costs associated with the phone connection (line, time on line, distance)?  Are there any numbers the can be reached without charge?

· Where do they connect?  For what purpose?

· Do they connect to the Internet?  What Points of Presence (POP) do they use?

· What speeds does the POP offer?

· Are there any direct or non-dial connections?  Leased lines?

· Are there any higher speed connections available, ISDN, DLS, T1/E1, x.25, etc.?

· Are there any satellite lines used?

· Approximately how far is the office from the local telephone office?

· Are the phone lines above or below ground?

· Are there problems with phone service in rain, wind, or cold weather?  Power outages?

· How often is the telephone service out of order?

C.1.7 Emergency Response – Questions relating to the oil spill response capability (for those sites performing or aiding in that function)

Communications

· What is the communications organization for this type of emergency?

· What organization assigns frequencies, regulates traffic, and licenses?

· What is your principle emergency communications method, secondary (telephone, radio, satellite, fax, email, etc.).

· If telephone, what provisions are made for loss of service?

· If telephone, are dedicated lines used (“hot lines”) or are the circuits dialed?

· If telephone, is there a “calling tree” used.  Is this tree tested?  How many members?

· If radio, what frequencies are used (primary, secondary)?  What is the transmitter power?  The size and location of the antenna?

· If radio, are there any local restrictions to signal propagation (mountains, power stations, high-voltage transmission lines)?

· If radio, is there a repeater network.  Is the network national or regional?

· If satellite, what is the nature of the equipment?

· If satellite, what provider, satellite, band is used?

· If satellite, what are the costs

· If satellite, is it used only for voice or FAX and email as well?

· If FAX, is a dedicated line used?  Separate machines for incoming and outgoing?

· If FAX, is the line shared with a voice phone?

· If email, is there a dedicated line to the Internet Service Provider (ISP)?

· If email, what is the type and speed of the connection?

· If email, is the system on a stand alone machine or a network?

· What actions are taken on communications failure?  Higher agency, coordinating activity, subordinate activity?

· How often is the system tested?

· What are the results of the past tests?

· How are connections within the region, outside the region made?

· Is there an emergency power source?

· Is that source tested?  How often?  What is the fuel capacity (hours, days)?

Coordination

· What regulations govern reporting of spills?  How are they enforced?  What is the compliance rate?

· How is notice of a spill or an event received?

· What is your role?

· What actions are taken on notice?

· Is there a standing checklist or procedure guide?

· With whom do you need to coordinate your actions?

· What elements are subordinate?  What actions do they take?

· What regulations, procedures, standards govern your actions?

· How is outside / emergency assistance coordinated?

· How is communications capacity assigned to these units?

· What is their typical role?

Planning

· Who is responsible for the overall planning?

· What governmental / non-governmental agencies are involved?

· What commercial / scientific / educational institutions are involved?

· Is there a written plan or guide?

· How often is there an exercise?  Is the exercise full scale?

· What, if any, communications recommendations were made after the last exercise?

Operations

· Where are the principle oil production regions?

· What modes of transportation are used (tanker, pipeline, barge, etc.)?

· What are the routes?

· What sensitive environments lie along these routes?

· What reporting (communications means) methods are used for these routes?

· What authority controls movements along these routes?

· What is their role in emergency operations?

Resource Allocation

· How are assets (containment booms, tankers, chemicals, aircraft, etc.) assigned?

· Where (if any) are the databases of assets located?  What platform?  What database language?

· How are these databases accesses?  How are they interconnected?

· How does this system connect to international systems?

· Who is responsible for updates?  How are they Maintained?

· Is a GIS system in use?

C.1.8 Voice and Video – Questions relating to other types of connections used by the office

· How many telephones are in the office?  What type?  What manufacture?

· How many telephone lines are in the office?

· Is there a local phone switch in the office or the building?  If so, what type?  If not, is each phone on a separate line?

· How often are calls made out of the local city?  Internationally?

· How expensive are calls out of the city and to other countries?

· For International calls, is a calling card used (AT&T, Sprint, MCI, British Telecom, etc.)?

· How often is there no dial tone?  How often is the connection too poor to use?

· Does the office use Internet Telephone or Phone over IP?

· How many fax machines are there in the office?  Do they have there own lines or do they share the lines with voice phones?

· To what locations are Fax’s typically sent?

· Does the office have Video Conferencing?  How is it connected?

C.1.9 Additional Information

· Is there any other information, related to telecommunications that should be added?

Appendix D 

SCHEDULE:

31 July 2000 – Monday

20:45, Depart Washington DC

08:00, Arrive in Baku, Azerbaijan (2 August 2000)

2 August 2000 – Wednesday: Baku

09:30 Arrived at PCU

09:45 – 11:00 Meeting with Vladimir L. Vladymyrov, Ph.D., UNDP/GEF

13:00 - 
Meeting with TACIS staff at PCU

3 August 2000 – Thursday: Baku

09:00 – 10:00 Meeting with Mr. Balaaga M. Balayev, Deputy Director, Caspian Basin Emergency Response Agency

11:00 – 11:45 Meeting with Mr. Fuad Akhund-Zade, The State Committee of Azerbaijan Republic on Ecology and Nature Utilization Control, Head of Environmental Projects Department, NFP Office

14:30 – 15:00 Meeting with Mr. Hajiyev Najaf Imamali Oglu, State Environment Committee of Azerbaijan Republic; also, Director, CRTC on Pollution Control

17:30 Meeting with CRTC Pollution Control

4 August 2000 – Friday: Baku

09:30 Meeting with Briggs Marine

11:00 Meeting with ADANET

5 August 2000 – Saturday: Baku to Almaty

11:00 Depart Baku, Azerbaijan to Almaty, Kazakhstan

17:30 Arrive in Almaty

18:30 Meeting with Institute of Ecology and Sustainable Development, Thematic Center on Database and Data Management

6 August 2000 – Sunday: Almaty

(No meetings scheduled)

7 August 2000 – Monday: Almaty to Astena to Kokshetau

07:05 Depart Almaty to Astana

08:35 Arrive in Astana

10:30 Meeting with Dr. Kanat Baigarin, Head of Climate Change Coordination Center, National Focal Point on Climate Change, the Republic of Kazakhstan

14:30 Depart Astana for Kokshetau by car

19:30 Arrive Kokshetau

8 August 2000 – Tuesday: Kokshetau

09:00 Meeting with Natural Center for Sustainable Development for the Republic of Kazakhstan, Chairman of the Caspian Sea and Oil Gas Pollution Problems Committee, Ms. Ludmila Shabanova

15:00 Meeting with Deputy Chairman of the Committee of Environmental Protection

9 August 2000 – Wednesday: Kokshetau to Atyrau

06:00 Depart Kokshetau for Astana by car

11:00 Meeting with Ministry of Communications and Transport

14:00 Meeting with Kazakhstan Oil

16:45 Depart Astana for Atyrau

19:30 Arrive Atyrau (two hours time difference)

10 August 2000 – Thursday: Atyrau

09:00 Meeting with CRTC on Biodiversity Protection

14:30 Meeting with Caspian Ecology Program Experts

17:00 Meeting with Department of Bioresource Protection, Ministry of Ecology

11 August 2000 – Friday: Atyrau to Almaty

09:15 Meeting with Northern Caspian Department on Bioresources Protection

11:00 Meeting with Oil Company, OKIOC

14:30 Meeting with ISAR

16:00 Meeting with KAZTELECOM

21:25 Depart Atyrau for Almaty

12 August 2000 – Saturday: Almaty to Baku

02:15 Arrive Almaty

11:00 Meeting with CRTC on Water Level Fluctuations

18:30 Depart Almaty, Kazakhstan for Baku, Azerbaijan

20:30 Arrive Baku

13 August 2000 – Sunday: Baku

(No meetings scheduled)

14 August 2000 – Monday: Baku

10:00 Meeting with CRTC for Pollution Control

15 August 2000 – Tuesday: Return to U.S.

04:40 Depart Baku for Washington DC

14:00 Arrive Washington DC (9 hours time difference)

WORLD HYDROLOGICAL CYCLE OBSERVING SYSTEM (WHYCOS)

A.3.3. Foreword

Everyone agrees that freshwater is a critical resource, but much remains to be done to ensure that all the world's population has equitable access to sufficient water to meet even basic needs. The Comprehensive Assessment of the Freshwater Resources of the World showed that 40 per cent of the world's population today lives in countries which have medium-to-high water stress. Unless water resources are wisely managed, shortages could become a serious obstacle to economic and social progress, particularly in the least developed countries.

Adequate information is essential for wise management of water resources. Sadly, at the global scale our ability to provide information about the status and trend of water resources is declining. Many developing countries are unable to maintain their systems for acquiring water-related data, and for disseminating them to decision makers, engineers, resource managers, and the public. To counter these trends, an essential goal of WMO is to assist its Members in maintaining and improving their information systems. The Organization uses such means as technology transfer and training, collaboration among meteorological and hydrological services, and international exchange of data and information.

The World Hydrological Cycle Observing System (WHYCOS) has been developed to contribute to this goal. Composed of regional systems (HYCOSs) implemented by cooperating nations, WHYCOS will complement national efforts to provide the information required for wise water resource management. Modeled on WMO's World Weather Watch (WWW), and using the same information and telecommunications technology, WHYCOS will provide a vehicle not only for disseminating high quality information, but also for promoting international collaboration. It will build the capacity of national Hydrological Services (NHSs), so that they are ready to face the demands of the 21st century. It will provide a means for the international community to monitor more accurately water resources at the global level, and to understand the global hydrological cycle.

The first steps in implementing WHYCOS have been made through regional HYCOSs in the Mediterranean, Southern Africa, and West-Central Africa. They have been made possible by collaboration between WMO, the World Bank, the European Union, and the Government of France. On behalf of the WMO and its participating Member countries, I am pleased to express our gratitude for this support, and my hope that other HYCOSs may soon be added to the global WHYCOS family. 

(G. O. P. Obasi) 
Secretary-General 

A.3.4. The Need for WHYCOS

During this century, the pressure on freshwater resources has increased dramatically. The world's population has already reached 5.5 billion, and will pass 8 billion within two decades. In 1997, one-third of the world's population was estimated to live under water-stress conditions, and it is expected that by 2025 two-thirds of the population will do so. Demand for water can only increase, but growing pollution is likely to reduce the available quantity of suitable water. Irrigated agriculture and hydroelectric power generation compete with other uses for limited water within national boundaries. At the same time, maintaining the health of aquatic ecosystems is increasingly accepted as an essential concern. There are about 300 river basins and numerous aquifers which are shared among two or more nations; competition for water among nations could become a potential source of conflict. 

In these circumstances, planning and decision-making must achieve new levels of sophistication, reliability, and acceptance. This will demand timely, accurate and comprehensive information about the status of water resources, to complement information about the economic, social, and environmental dimensions of water use. Unfortunately, in many parts of the world the systems for collecting and managing water-related information are inadequate, and often are deteriorating. Particular difficulties include a lack of resources to maintain observing stations, differing procedures for collecting data, variations in quality assurance procedures and standards between different agencies and countries, unreliable telecommunication systems, and outdated systems for information management. 

For all these reasons, in 1993 WMO, in association with the World Bank, launched WHYCOS. Its objectives are to: 

· Strengthen the technical and institutional capacities of hydrological services to capture and process hydrological data, and meet the needs of their end users for information on the status and trend of water resources; 

· Establish a global network of national hydrological observatories which provide information of a consistent quality, transmitted in real time to national and regional databases, via the Global Telecommunication System (GTS) of WMO; and 

· Promote and facilitate the dissemination and use of water-related information, using modern information technology such as the World Wide Web and CD-ROMs. 

A.3.5. The WHYCOS concept

WHYCOS is a global programme, modeled on the WMO's World Weather Watch. It has two components: 

· a support component, which strengthens cooperative links among participating countries; and 

· an operational component, which achieves "on the ground" implementation at regional and international river basin levels. 

WHYCOS data network (19 Kb)


WHYCOS is based on a global network of reference stations, which transmit hydrological and meteorological data in near real-time, via satellites, to NHSs and regional centres. These data enable the provision of constantly updated national and regionally-distributed databases, of consistently high quality. WHYCOS aims to support, in all parts of the world, the establishment and enhancement of information systems which can supply reliable water-related data to resource planners, decision makers, scientists and the general public. 

WHYCOS does not replace existing hydrological observing programmes, but supplements them (see the benefits of WHYCOS). An important product of WHYCOS is regional datasets that are of consistent quality and can be used in preparing products for water resources assessment and management. However, WHYCOS has been conceived, perhaps more importantly, as a vehicle for technology transfer, training and capacity building. WHYCOS is being developed in the form of regional components, HYCOSs, which meet the priorities expressed by the participating countries. In its initial phase WHYCOS has focused on establishing components in international river basins, in the catchment areas of enclosed seas, and in regions of Africa which are poorly served by hydrological information. 

	HYCOS regional components around the world
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By providing a framework of common guidelines and standards, WHYCOS enables the use of information from the regional HYCOSs for larger scale applications, such as research into the global hydrological cycle. Hence, WHYCOS can make an important contribution to the work of other WMO and international scientific programmes which require water-related information. 
A.3.6. How does WHYCOS work?

WHYCOS consists of a number of regional components, each of which is independently implemented and responsive to local needs. Each component is launched when the countries concerned have expressed their collective desire for such a development, and their commitment to making it a success. 

Implementation at a regional scale enables each HYCOS to establish institutional and financial arrangements which are appropriate to the region. It also allows each HYCOS to select activities and procedures and design products, which are specific to the hydrological characteristics of the region and also meet the particular needs of the region, the participating countries and their hydrological services, and the end users. 

Key steps in establishing a regional HYCOS include: 


· Reaching agreement among participating countries to proceed with establishing a HYCOS. This is an essential first step, to ensure that there is joint commitment to the concept, and that the system will be maintained into the future. 


· Defining the needs which are to be met. In general, these include the information required to underpin sustainable economic and social development in the participating countries, specific needs for capacity building in their hydrological services, and the needs of the international community for hydrological data to support global water resources assessment and hydrological/environmental science. An Information Infrastructure Directory provides contact information on the HYCOS participants, collaborators, and end users. 


· Installing a real-time data collection and transmission system. This system consists of observing stations equipped with Data Collection Platforms (DCPs), transmitting data via satellites, the GTS and the Internet, and includes national and regional data receiving centres. The DCPs incorporate multiple sensors to capture up to 16 variables, which describe the state of the local water resource and weather conditions. The observing stations are nationally and regionally important benchmark sites, most of which already exist, but require upgrading. 


· Upgrading national data processing and archiving systems. Implementation of a HYCOS provides a vehicle for installing new equipment for archiving and retrieving data, introducing refined data processing and quality assurance procedures, and providing appropriate staff training. Existing facilities are used as a starting point, but are strengthened and extended as necessary. 


· Establishing distributed regional databases. These are designed to provide data of defined, consistent quality, which are regularly updated and available to users in a timely manner. The existence of distributed regional databases provides support for individual countries, and provides opportunities for more efficient handling of information about shared water bodies. 


· Establishing a regional telecommunication network. This is designed to exchange messages, verified data and information via e-mail and electronic file and document transmission. The network encourages collaboration between governments, hydrological services, and other operational or research organizations. 


· Preparing and disseminating hydrological information of national and regional interest. A wide range of information products, which meet specific user needs, can be prepared from the data provided by the observing system. This includes forecasts, hydrological statistics, information on trends on the state of the water resource, or "yearbooks" in electronic format. Products are designed to meet specific needs of users and are widely disseminated via the regional telecommunication network and other, more traditional methods.
 

· Staff training. Training in the use of the newly introduced technology is, of course, essential, but the opportunity can also be taken to provide refresher training in more conventional hydrological skills, as well as in non-technical areas such as administration, public relations, marketing and customer service. 

· Performance monitoring and follow-up. Careful monitoring of performance against defined objectives will be maintained, to avoid the difficulties which in the past have been so common in capacity-building programmes. This will provide the ability to identify impediments to successful implementation, and their removal, thus assuring long-term sustainability. 

NHSs are responsible for HYCOS implementation at the national level. However, the WHYCOS concept increases the extent and quality of the services' communication with collaborators in the region and beyond, as well as with the users of their products. Hence, the services benefit from greater access to technology and support, and from the recognition that flows from their provision of enhanced services to their users. 

A.3.7. How is WHYCOS managed?

WHYCOS is the global "umbrella" for independent regional HYCOSs. Each HYCOS brings together several hydrological services which have common interests, either because they share a common drainage basin or are in a well-defined geographical and hydrological region. Membership of a HYCOS is voluntary, and the individual hydrological services may operate independently or in association with others, depending on their regional context. They maintain their sovereignty over all data and information they share within WHYCOS.
 

To establish a common conceptual basis and to ensure consistency of practice and results, overall guidance is provided by the WHYCOS International Advisory Group (WIAG), working under the WMO umbrella. WIAG comprises representatives of HYCOS components, WMO, funding agencies, regional groupings, and scientific institutions and programmes. It meets at least once each year, under the chairmanship of the president of the WMO Commission for Hydrology. 


WHYCOS is serviced by the WMO Secretariat through the Hydrology and Water Resources Department. Collaboration with other spheres of interest in the meteorological world is assured through a WHYCOS Coordination Group within the WMO Secretariat, which will bring together representatives of interested departments (such as World Weather Watch (WWW), Technical Cooperation Programme (TCO) and Education and Training Programme (ETR) and regional offices of the Organization.
 

A.3.8. WHYCOS, other observing systems and data exchange

The international community has established several global observing systems and scientific programmes, the aim of which are to monitor the state of the global environment, detect changes, and provide the scientific knowledge required to develop appropriate response strategies. These systems include the Global Climate Observing System (GCOS), the Global Terrestrial Observing System (GTOS), the Global Oceanic Observing System (GOOS), and the Global Environment Monitoring System (GEMS). 

At present there is no common mechanism for the exchange of water-related observations. Hence, it is not possible to integrate and make efficient use of all the observations that are presently made. WHYCOS will contribute to a solution by providing a single, easily accessed source of information on selected hydrological information of global significance. A major contribution of WHYCOS, then, will be to provide a means of incorporating information about the global water cycle into efforts to understand the global environment. 

A key element for promoting data exchange and scientific cooperation is the establishment, using the Internet and other modern data transmission technologies, of a "global hydrological information system". It will provide a medium for easy, fast dissemination and exchange of water-related data and information, which has become a prerequisite for efficient and cost-effective operational hydrology. The "global hydrological information system" will be coordinated with existing information networks and databases, at national, regional and global levels. In addition to meeting the needs of national and regional users, the global system will enable the exchange of information with databases maintained under the family of Global Observing Systems (GOSs). 

Participating Hydrological Services establish sites on the World Wide Web to enable easy access to selected information. Raw data will be available in near-real time, although the service responsible for each monitoring station will subsequently carry out data quality assurance, according to WHYCOS criteria of data standards and timeliness. Derived products, such as maps of specific runoff, may be subject to cost recovery, to generate revenue for the hydrological services. 

To ensure that WHYCOS data and products meet the requirements of the end users, the global system and sites on the World Wide Web will be used for discussing results, obtaining feedback, expressing needs, and sharing ideas and views. Electronic communication will be supplemented by face-to-face meetings, for such purposes as fine tuning programme outputs to meet the precise needs of end users. 

APPENDIX D   MISSION 2 REPORT


1 MISSION STATEMENT

1.1 ROLE

The ECOTOX Study includes a component on information technology (IT), to assist the Caspian Environment Programme (CEP).  An IT Specialist is tasked with visiting the region and providing specific inputs to the CEP, through the ECOTOX Study.  A letter has already been provided to the National Focal Points of the Region, informing them of the impending visit of the IT Specialist.  

1.2 SPECIFIC TASKS

Subtask One.   Work with the Study participants to suggest a common set of communications needs and goals.  These needs and goals will be used to produce a set of draft technical specifications and requirements for the program.  These specifications and requirements will be matched with existing capabilities (as discovered in following tasks) to produce a final set of communications specifications and requirements.

Deliverable:  A draft Telecommunications Requirements and Specifications document with the Third Quarterly Progress Report

Subtask Two.  Survey the existing telecommunications infrastructure and regulatory environment.  To determine the existing telecommunications infrastructure as it might impact the program’s telecommunications needs, conduct a survey of the existing telecommunications systems in the region.  The survey will be limited to only those systems that would support the study's and the CEP's needs.  The regulatory structure will also be surveyed to determine any limits or prohibitions on private networks and the construction of communications links.

Deliverable:  A survey report with the Fourth Quarterly Progress Report

Subtask Three.  Recommended Telecommunications Infrastructure Options.  Based on the information gathered in the above two subtasks, develop recommended program telecommunications infrastructure solutions.  The task will identify new links needed and the costs associated with these options.  The task will also identify coordination and regulatory assistance needed.  These solutions will be reviewed with all concerned program elements and comments solicited.  

Deliverable: Telecommunications/IT Task Final Report with the Fourth Quarterly Progress Report

2 INTRODUCTION

This report covers the second mission conducted to investigate the telecommunications connectivity concerns for Russia.  A previous mission addressed Azerbaijan and Kazakhstan.  The final two countries, Iran and Turkmenistan, will be covered by a desk study, since numerous attempts to coordinate a visit these countries by the specialist have failed.

The facts and findings reported are my own.  I received invaluable assistance from those I met.  Due to language difficulties, many of the interviews were conducted through an interpreter.  While all of the interpreters were excellent, it is possible that I have misunderstood some critical points.  I ask all reviewers to correct any misunderstanding or omissions.  I have largely restricted my observations to telecommunications issues and those directly related to telecommunications.

SITES VISITED

RUSSIA
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Figure 12.  The Two Sites Visited on this Mission (Moscow and Astrakhan).

3 INTERVIEWS

These interviews were conducted over a period of one week in various locations within Russia.  Please see Appendix A for a list of questions asked and Appendix B for the schedule.  Not all questions were asked to each given group.

10 Sept. 11:00 – 12:30 -  Moscow - Meeting with Dr. Amirkhan M. Amirkhanov.

I met with Dr. Amirkhan M. Amirkhanov who is in the Ministry of Natural Resources and the National Focal Point for the Caspian Environmental Program.  Also at this meeting were:  Victor V. Kutsenko, Deputy Head of the Ministry of Natural Resources and Mrs. Tatyana Butylina, Deputy Director of Center for International Projects (CIP) and Head of the Division of Coordination of Program Activity.  I briefed them in detail on the purpose of my visit to Russia and the telecommunications survey.  I also discussed briefly the findings from our visits to Azerbaijan and Kazakhstan.  They expressed concern that there was little time to implement our potential recommendations within the time limit of the current project.  They recommended that the results be presented at the upcoming October 29 to 31 meeting.  They postponed any further discussion of technical issues until my meeting with the CIP on Tuesday.  They were concerned that the problems of a technical nature (connection rates and capacity) were not the only difficulties hindering a free exchange of information.  They were concerned that the language issue (both the spoken language and the database programming language) was hindering the exchange.  I stated that the database programming language could be minimized with proper database design.  The spoken (or written language) issue is more difficult.  Machine translation has come a long way in the past few years; however it is far from accurate.  Another critical issue that they mentioned is the inability to extract or fuse information (information mining) in order to enable management and political decisions.

11 Sept. 11:30 – 13:00  -  Moscow - Meeting with Dr. Natalia M. Vandysheva

I met with Dr. Natalia M. Vandysheva, Head of Department, Russian Institute of Land & Ecosystem Monitoring.  They are working on a UNDP project and also working on projects in close coordination with CIP.  They are working on satellite remote sensing.

They are looking at the specific conditions in regions around the Caspian Sea.  They get their input from Russian, US, and other satellites throughout the world.  They use multi-spectral analysis to evaluate and quantify the surface conditions.  Primary processing is via GIS (Arc Info and other systems).  They also gather other information on environmental conditions (meteorology, hydrology, pollution, fishing stocks, etc.) Their original mission was to provide crop forecasts to managers throughout Russia.  They now provide a much broader range of services to government managers in Russia, international programs, and commercial interests.

They communicate largely via email.  Large data sets are exchanged by mail.  They have internal networks and a number of PCs.  They also have several larger workstations (Unix SUN systems or similar).  Their database systems use a proprietary software.  For GIS they use Arc Info.

11 Sept. 16:00 – 17:30  -  Moscow - Meeting with CIP and CRTC Legal, Regulatory, and Economic Instruments

I met with Sergey E. Tikhonov, Director, Center for International Projects, Ministry of Natural Resources.  Also at the meeting was Mrs. Tatyana Butylina, Deputy Director of Center for International Projects (CIP) and Head of the Division of Coordination of Program Activity.  Their Information Technology (IT) specialist was present (did not get his name).

They provided me with an extensive background into their activities both in the Caspian Sea and elsewhere in Russia.  Established in 1981, a large portion of their work is supported by UNEP and other international organizations.  They focus on the Black Sea and the Pacific Ocean besides the Caspian Sea.  They host the CRTC for Legal, Regulatory, and Economic Instruments.

They collect information from a great range of sources and prepare reports.  Once the reports are finished, they are circulated to the community.  They feel that there is little or no need to exchange data other then through the formal report or scientific paper process.  They do not get any data from other members of the CEP.  They use email to communicate on a routine basics.  I was asked again about the purpose of my visit.  They felt that better communication was not necessary and also that they project was almost over, so the benefit of any improvement would minimal.

I spoke with the IT specialist.  He had been the one to fill out the questionnaire.  I asked him if they had investigated high (or higher) speed connections.  About six months ago, they had investigated connection options (based on the needs of another project).  The options considered were:


1. ISDN – Primary rate ISDN (about 2 Mb)

2. Radio Link

3. Dial-up – at a rate of 33 Kb

The time estimated for the ISDN connection was greater then six months and the cost of the radio link was excessive.  They did not consider VSAT.  When I pressed him for further details and costs associated with each of the options, I was told that I could submit questions in writing.  They then would consider if and when a response would be provided.  Feeling that the value of any additional information was not worth the potential difficulties, no questions were submitted.

I also asked if it would be possible to meet with the Ministry of Communications.  They said that since that Ministry was not part of the program it would not be possible to organize. 

13 Sept. 10:00 – 14:00  -  Astrakhan – Meetings with Caspian Fisheries Research Institute and CRTC Fisheries and Commercially Exploited Bioresources.
I met with Ms. Alla Yu. Mazhnik, Deputy Director of Caspian Fisheries Research Institute.  I also met with the staff of the CRTC for Fisheries and Commercially Exploited Bioresources (the director was on leave).

I first met with the head of the Information Technology (IT) division, Yuri Kibirov.  They have a network of 20 PCs connected with thin Ethernet (coaxial).  This is a very old form of networking.  They would like to go to twisted pair 10/100-Base-T, but are hindered by the cost.  They have an additional 30 PCs not connected to the network.  They have a single proxy server.  They connect with the Internet via ISDN (single channel at 64 Kb).  The network provides email service (though some members have independent email service).  The operating system is Windows 98 (operating system for server not specified).  They are in the processing of establishing a database using Microsoft Access.  A database (whether an element or separate database was not stated) of hydrobiology is now ready.  They do not currently share that data they have collected or access any database outside of their Institute.  They collect a great deal of data from a fleet of up to 20 vessels.  These vessels collect hydro-acoustic data.  These data are recorded on “paper” (I assume that this statement means that it is recorded by strip-chart).  These data are not recorded into a database.  I asked if the communications were improved, how would this affect their operation.  He said that their primary use of connectivity was exchanging email.  The largest emails were in the range of 1-2 Mb.  Based on this fact, he felt that improved communications would not affect their operation.

I met with Ms. Alla Yu. Mazhnik, Deputy Director of Caspian Fisheries Research Institute of the Federal State Unitary Institution.  She stated that they are in an information race.  Their major focus is on the collection of information.  This collection is carried out by a fleet of 20 vessels.  They are collecting fish data for the entire Caspian Sea with the exception for the region under control of Turkmenistan.  Turkmenistan is not cooperating and has excluded vessels from its territories.  They goal of this survey is to support a fishing ban on the Caspian.  However, without data collection over the entire Caspian Sea the results are incomplete.  The larger research vessel(s?) is now operating in the middle and south of the Caspian Sea (Iran and Azerbaijan).  Other smaller vessels are operating in the shallower waters of the northern Caspian.  Aside from the hydro-acoustic data, they collect trawl data to provide calibration of the data.  A major concern is to equip the fleet (20 vessels) with satellite connections.  These satellite phones are required for commercial vessels to operate on the Caspian.  They also might provide a means of providing real time data recovery.  This would likely require additional equipment (analogue to digital converters and data logging devices).  They also said they needed additional computers (including laptops to be used on the vessels).  In addition, they need a server to hold a database of 100 years of historical data.  She suggested that I speak to the fleet captain.  He was however not available.

I attempted to meet with the director of CRTC Fisheries and Commercially Exploited Bioresources.  He had left for vacation on Wednesday.  I was able to speak to his staff.  The center has three employees.  They have three PCs, two printers, and one fax machine.  They are not interconnected by any network.  They have modem connections to a local Internet Service Provider (ISP).  They have no databases.  They are expecting to terminate or relocate operations in December.

I continued my discussion with Mr. Yuri Kibirov.  They are expecting to complete a web site within two weeks.  Using this web site they are planning to be able to exchange information with others including the Caspian Environment Program.  I asked him which ISP they used and if they might be willing to talk to me.  He provided an introduction to ASTRA Net.

13 Sept. 14:30 – 15:00  Astrakhan – Meetings with ASTRA Net
They are a major Internet Service Providers (ISP) to the region.  They provide dial-up service (to 56 Kb) and full time connections (chiefly ISDN).  They also can provide ISDN primary rate (2 Mb) and ATM.  They are connected to the Internet through a fiber optic cable running to Moscow.  Data rates on this cable exceed 2 Mb.  They know of no VSAT provider (though there is no technical or legal reason to prevent its use).  Their routers are capable of providing Virtual Private Networks (VPN) if required.  The person who I spoke to was unsure of rates.   He said he could provide rate quote if I would describe a specific service.

Other Meetings

I had offered to meet with Dr. Amirkhan M. Amirkhoanov, Ministry of Natural Resources, to provide an end of mission briefing and to go over my findings.  This meeting could not be scheduled.

I also attempted to meet with the Head of CRTC on Fisheries.  He had left Astrakhan the evening of my arrival and was staying in Moscow waiting for flights to resume to Canada.  However he could not be located.

4 FINDING AND RECOMMENDATIONS

4.1 Data Exchange

A major issue was encountered regarding data exchange.  The staff of CIP expressed a view that information exchange was not a major priority.  They described their operation as collecting data, writing reports or papers, and then when they were finished (and fully reviewed) sharing them with others working on the project.  They felt that there was little requirement to share “raw” information.  They also questioned the need to share or participate in information data bases.  The Institute for Fisheries was more open to information exchange, due in part to the current practice of collection of large quantities of sampling data.  However, even there they had some concern regarding the need for the exchange of information in the quantities that would tax existing connections.

In part they are correct.  As they currently operate, the connections that they have are sufficient.  Unless their needs change and they are required to engage in exchange of larger quantities of data or participate in joint database development, their telecommunications needs will remain modest.

Their current practice is likely based on several realities.  The first is based on the academic practice of individuals (or small research teams) collecting data, analyzing it, and then publishing a paper of their results.  It is counter to their training to publish or release information that has not been thoroughly analyzed.  It may also be based in part on the very strong competition between scientists working in a field where the first one publishing the findings gets the majority of the credit.  Releasing data prior to publishing it, would allow competitors the chance of publishing it first.  This is made worse in a climate were funding is tied strongly to the published results.  There is also a strong feeling within various research institutes that the data that they collect has an intrinsic value and should not be shared without compensation or at least without recognition.

What ever the source of the concern, it is reflected in the low priority for enhanced information exchange.  The dial-up connections are sufficient to allow exchange of emails with small (less then 1 or 2 Mb) attachments.  High speed connections are required if large amounts of data are exchanged or a distributed database is housed on the local network.

The protocols and agreements for information exchange are outside the scope of this effort.  The lack of a perceived need for information exchange and the necessary agreements will hinder any effort for closer cooperation and the resulting need for higher speed data connections.

4.2 Data Connectivity

The second major issue is the technical ability to connect with either the Internet and through it to the other sites in the CEP program.  This problem can be broken down into three pieces:  International connectivity, National or Urban connectivity, and the Local connections from the network to the user (“the last mile”).

4.2.1 International Connectivity

International connectivity is provided by high capacity fiber optic cables and satellite connections throughout the region.  In Russia, they exist from Moscow to Europe.  Fiber optic networks within Russia provide connections to Astrakhan.  The connection to Astrakhan is at 2 Mb/s and is likely not near that capacity.  During the previous mission we found that an additional connection was provided from Baku to Moscow is provided by a satellite at 2 Mb/s.  Connections to Iran, Kazakhistan, and Turkmenistan are provided by the major round-the-world under-sea cables which tie to the Trans Asia Europe Line (TAE) running from Frankfurt/M to Shanghai China
.  Figure 13 shows a network diagram of this system.  This cable connects to the capitals of Iran, Kazakhstan, and Turkmenistan.  The extent of completion beyond the original eleven countries has not been verified.  The telecommunication minister for Kazakhstan verified that the backbone from Istanbul to Shanghai was operational during our visit in Mission 1.  Visits to Turkish telecommunications authorities (on a separate project) seem to confirm his statement.  The connection to Baku is questionable.  We were unable to meet with the Telecommunications Ministry for Azerbaijan.  In meetings with the major Internet Service Provider in Baku, we were told that they get their service from Moscow via satellite.  This would tend to suggest that the link from Baku joining the backbone does not exist at present.  The link from Ashkabad to Baku is part of the pipeline project and is under construction.  This leaves Baku isolated from the main fiber optic network except for the satellite link to Moscow.  The rest of the countries are tied together by the Internet backbone.
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Figure 13.  The Trans Asia Europe Link Cable.

The presence of fiber optic links is important as it provides low cost, high capacity connections between the cities.  Satellite connections are suitable, but provide much lower connection rates and have much higher costs.  When the link to Baku is completed, each of the five countries will be joined by a high speed fiber optic network.  Cities at some distance from the capitals (Atyrau for example) depend on the national infrastructure and will lag well behind the international connectivity.

4.2.2 National and Urban  Connectivity

Each country provides telecommunications service to its citizens in a different manner.  However, as a general rule service is provided to the capital first and then to the major urban centers.  The rural areas lag far behind in acquiring service.  Within the cities the main commercial, government, and university areas are connected first.  Residential areas follow far behind.  The problem is in two parts: network cabling and computer or telephone switches.  The older mechanical step switches, developed in the late thirties to early fifties, still exist in the region.  They are limited in their capacity to provide any data service.  Dial-up modem connections at low rates (19.6 Kb/s or less) are possible, but seldom is any higher rate possible.  In the major cities (principally in the business centers) these switches are being replaced with modern digital switches which are capable of providing a full range of services.  With the more modern switches, the cable interconnections follow.

4.2.3 Local Connections

In Moscow, the CIP facilities are located at some distance from the city center and as a result high speed service is not available locally.  Only dial up service is available at a modest cost.  High speed connections are almost always available if the local exchange in bypassed and connection is made to a more capable switch.  Either a cable can be run to the more capable switch or connection can be made by radio (microwave) link.  The CIP has investigated both options.  In one case, they found that the delay to get a cable connection is excessive, and in the other case they found the cost of the radio link too great.

In Astrakhan, the situation is different.  It is our assumption that because the city is smaller and has industrial needs, a fiber optic cable has been run and a modern telephone switch has been installed.  This allows the Institute of Fisheries to have an ISDN connection at 64 Kb/s.  Higher rates are likely available up to and including primary rate ISDN at 2 Mb/s.

4.3 Network Requirements

The first major issue is to determine the extent of the connections to be provided.  At the core of the connection should be the ten CRTCs, the PCU, and the National Focal Points.  The second ring would include the regional centers, consultants, and organizations not formally part of CEP.

Each CRTC has it own unique issues related to communications.  In summary, these issues along with potential solutions are:

· CRTC Fisheries and Commercially Exploited Bioresources – has an existing full time connection (ISDN) at 64 Kbps to the Caspian Fisheries Research Institute, however they are not connected.  They use dial-up connections for internet access and their computers are not networked.

· CRTC for Legal, Regulatory, and Economic Instruments has no full time connections and uses instead dial-up connections.

From the previous mission – 

· PCU and Theme for Data and Information Management – has the best communications.  It is connected at 64 Kbps with a dedicated line.  It forms the hub of the CEP communications network.  The telephone connection from the center is good both within the region and internationally.  As the data needs increase, the connection would have to be increased to 128 Kbps or higher.

· CRTC for Pollution Control – is connected via radio link with low speed dial-up connection.  Their phone service uses the same link.  A potential solution would be to provide a radio link at 64 Kbps to the PCU.  Phone and data could share the same link.

· CRTC for Water Level Fluctuations – Has dial-up service only.  However, dedicated 64 Kbps or higher is available.  Their phone service is good.

· CRTC for Protection of Biodiversity – has little or no connection.  Their data connection potential is the most problematic of all the centers surveyed.  The only sure connection is to use VSAT service to a service provider (likely in Almaty).  Reliable phone service non-existent in many areas of Atyrau (including the location of the CRTC).  The same link could be used to provide phone service.

The national focal points have vastly differing conditions.

· Russia, the Center for International Programs (CIP), has only dial-up connections to provide connection from their network to the outside.

· Azerbaijan, the State Committee for Pollution Control – their computer resources are minimal.  To upgrade their computers, network, and connectivity (also train and operate) would be a major expense (tens of thousands of dollars).  Their phone system is in similar disrepair.  The budget of this agency so stretched that these improvements could not be done within budget.  Outside assistance would be required (both for the initial equipment and also for its continued operation).

· Kazakhstan, National Environmental Center for Sustainable Development – They are part of an established network, which is able to provide the connectivity needed.  However, the phone system that uses the local telephone provider is poor.

The second ring of participants all has similar problems.

· Email – each consultant needs to be able to access and exchange email where possible.  It should be possible to establish email accounts for all participants on the CEP network.  This would require access numbers to be provided at each of the CRTCs.  One or perhaps more dial-up lines could be added to the existing (or planned) local networks.  Consultants could then reach the CEP network by dialing a local number and then send / receive email.

· Exchange of Information – attachments to email could be used.  Other means would include the existing Web site, a new FTP site, or public information files available through the mail server.  It is likely that some combination of these systems would be used.

· Internet Access – Using the potential CEP network is likely to be too slow and too costly to provide Internet access to the second ring clients.  The CRTCs would have Internet access directly.

4.4 Network Topology

In order to provide the necessary backbone for a potential CEP network, We suggest that a Virtual Private Network (VPN) be considered using the Internet.  A VPN uses each site’s connection to the Internet to allow traffic from one site to be routed in a secure manner to another site.  To users, the network would appear to be a single network.  Data could be shared as if the computers were directly connected.  It is a well-established technique and would suit this situation.  There are some considerations:

7. Each site, in the first ring, should have direct Internet connections (PCU and CRTCs).  Dial-up connections can work but the data transfer rate is too slow to be useful.  They are also subject to the availability of lines.

8. Each site should have its own local area network.  This would include a router, server, and connected PCs.

9. Each site should have a Firewall.  None of the sites currently has a firewall (with the exception of CRTC Fisheries and Commercially Exploited Bioresources)
.  Though some others may have installed them by now.  A firewall is used to protect the site against hacker attacks from the Internet.  While the network does not carry sensitive information or information that is high on the priority list for hackers, any site is subject to persons entering for curiosity or to do mischief.  The potential loss of critical information is high.  Hackers also use networks as stepping-stones to other networks (either to conceal their origins or to avoid phone charges or both).

10. The ISPs used by each of the sites must by polled to determine if they support VPN and are able to allow VPN traffic to pass.  Tests must also be made before any hardware is purchased to determine if they do pass the required information.  Any Terms of Reference (TOR) should address specific performance issues.  Alternative or competing providers should be considered so as to get the lowest possible price and best performance.

11. A study should be undertaken (Theme for Data and Information Management or independent party) to determine the best connection rate.  This study likely would include a small-scale model of the entire data network.  This should consider the data to be exchanged, other services carried (phone, FAX, email), second and third ring clients, and likely growth in the system.

12. Investigate the existing or planned routers to assure that they can be used for VPN.  This is important for second  ring clients as well.

There are major additions to the current equipment that will be required to provide this network (firewalls are not mentioned as they are required throughout):

5. CRTC for Legal, Regulatory and Economic Reform and the CIP will need to provide a full time network connection.  The best means of this connection will need to be studied, but based on their experience a cable connection (though may require some delay) is likely the best option.

6. Caspian Fisheries Research Institute and CRTC Fisheries and Commercially Exploited Bioresources will need to upgrade their connection to 128 Kb/s ISDN.  Network hardware is also required to house the databases created.  Satellite telephone/data service should be provide to allow voice and data connections to their research ships.

Before this system can be designed the remaining two countries need to be surveyed or investigated via publicly available information.  If the status of the Trans Asia Europe Link Cable is as reported, Iran and Turkmenistan may be not a major problem for connectivity.  I understand that in Turkmenistan the government is going to provide all Internet access.  This suggests that access is possible but at a high cost.  Any alternatives (international telephone, satellite, or radio) will run into licensing or cost issues or both.

A secondary issue for connectivity in all countries is the “local loop” or “last mile.”  This refers to the connection between the ISP and the site.  While in some sections of cities (where newer switches have been installed and the wiring is good) this is not a difficulty; in other sections this connectivity is a major obstacle.  The CIP in Moscow is a good example.

An access point outside of the region should be considered for the network.  This would be quite useful for consultants and program managers who require access to the network.  This would also allow those using the network within the region an outlet to access data on one or more networks containing data of a similar type.  This might be one or more locations (UNDP, TACIS, The World Bank) that are available to international consultants.  This would allow wider international access to the data and allow contribution and monitoring of the program.  Wider access is facilitated by providing additional paths into the members of the network.  Currently access is only provided by the individual ISPs.  If the ISPs are located on regions of the Internet that are served by low speed connections that are available only part time, then the common search engines will not pick up links to the programs web sites as readily as if they were on more highly traveled portions of the Internet.

Other potential backbone elements must also be considered.  One or more of the oil companies operating in the region might be willing to assist in connectivity as a grant-in-kind to the program.  The use of WMO facilities must be further investigated.

5 OTHER MAJOR ISSUES ENCOUNTERED

5.1 Exchange of Raw or Calibrated Data

There is a lack of uniform consensus on the exchange of primary or “raw” data.  We found no organizations that were unwilling to exchange raw data; however we were frequently told of other organizations that were unwilling to exchange data.  The major problem seems to stem from historical data sets that were collected in the past.  It may be that these sets have some monetary value, the agencies are strapped for money, and thus any potential revenue source are considered vital.

A second major problem was encountered, that of a general belief that the exchange of information was unnecessary.  To reverse this trend will require the consideration of the  program directors on how best to encourage closer cooperation and data sharing.

5.2 Lack of Universal Email Access

Some members of the team working on the project do not have email or even a computer.  The lack of email is either because they do not have email access at their place of work and thus do not have a email address or they do not have any access to the Internet without going to a third party provider (Internet Café) or calling long distance.  Any potential CEP network should provide access points for consultants and other agencies to tap into the network for email and data exchange.

Computer access is far from universal.  In many facilities, a number of people share the use of a single computer.  In these cases, additional computers must be provided.

5.3 No Final Overall Database Design or Standard

It appears that even with the major contributions of the Theme for Databases in Baku and the National Center in Almaty, the design for the database is in its early stages of evolution.  Many tasks have been begun but have not progressed very far, others have not yet begun.  The major obstacle, in my option, is the lack of a very detailed design and the clear commitment to a distributed database.  A distributed database would encompass all the data collected as part of this program.  It would be hosted on a wide range of systems throughout CEP.  Anyone accessing a portion of the database would have the entire collection at their disposal.  As things currently stand, the databases are considered as a collection of individual databases that will be shared.

This issue is critical to the telecommunications design as the major task of the CEP network will be to support the exchange of data.  Without a final design for the data exchange it is difficult to finalize the needs of the telecommunications design.

Appendix E 

SCHEDULE:

8 September 2001 – Saturday

17:30, Depart Washington DC

15:05, Arrive in Moscow, Russia (Sunday, 9 September 2001)

10 September 2001 – Monday: Moscow

11:00  - 12:30, Meeting with Dr. Amirkhan M. Amirkhanov, Ministry of Natural Resources

11 September 2001 – Tuesday: Moscow

11:30 – 13:00, Meeting with Dr. Natalia M. Vandysheva, Head of Department, Russian Institute of Land & Ecosystem Monitoring

16:00 – 17:30, Meeting with CIP and CRTC Legal, Regulatory, and Economic Instruments

12 September 2001 – Wednesday

15:30, Depart Moscow

18:15, Arrive in Astrakhan, Russia

13 September 2001 – Thursday

10:00 – 14:00, Meetings with Caspian Fisheries Research Institute and CRTC Fisheries and Commercially Exploited Bioresources

14:30 – 15:00, Meeting with ASTRA Net

19:30, Depart Astrakhan, Russia

22:10, Arrive in Moscow, Russia

14 September 2001 – Friday

[time not specified], Meeting with Dr. Amirkhan M. Amirkhanov, Ministry of Natural Resources (meeting did not take place)

15 September 2001 – Saturday

13:40, Depart Moscow [start of a separate mission]

27 September 2001 – Thursday

15:30, Arrive Miami FL







� Trans Asia Europe Link (TAE) – Joining in the TAE Construction and Maintenance Agreement which was first initiated on 9 April 1993, the telecommunications entities of China, Kazakhistan, Kyrgyzstan, Uzbekistan, Tajikistan, Turkmenistan, Iran, Turkey, Ukraine, Poland, Germany, Azerbaijan, Georgia, Armenia, Romania, Hungary, Austria, Belarus, Pakistan, and Afghanistan agreed on installing a fiber optic cable system, between Shanghai (China) and Frankfurt/M (Germany).





The overall cable length of the system under the current configuration is approximately 27,000 km.  Each Party implemented the construction of the segments within its own territory to be integrated to TAE.  Except for the already existing segments operating with PDH technology, all the new segments are equipped with SHD.





The Turkey – Ukraine and Turkey – Romania connections of TAE are provided over ITUR and KAFOS Submarine Cable Systems respectively.





The System was inaugurated on 14 October 1998 with a video conference participated by 11 member countries.


� See section � REF _Ref532182672 \r \h ��4.2.1�, � REF _Ref532182672 \h ��Virtual Private Networks (VPN)�.


� Each TCP/IP application is assigned a unique port number used to establish a connection.  For a client/server pair, both the client and the server have unique port numbers.  Almost all TCP/IP client applications use a randomly assigned port number greater than 1023 for their end of a connection.  If a client/server pair is going to communicate over a firewall, then the firewall has to be configured to open port numbers higher than 1023, or the client will be unable to establish a connection.  But this can cause configuration problems, since some services such as NFS, NIS, and Netware/IP also use ports greater then 1023.  If these ports were already opened at the firewall to enable communications between clients/server applications, an attacker could disrupt the other services depending on ports greater then 1023.


� Iran's Telecom and Internet Sector: A Comprehensive Survey, published by the Open Research Network (� HYPERLINK "mailto:info@openresearch.net" ��info@openresearch.net� , � HYPERLINK "http://www.openresearch.net" ��http://www.openresearch.net� ), June 15, 1999,  Document number 102-101-01/105-101-01 Release 1.0.  All rights reserved. This work may not in any way be translated or copied in whole or in part without the written permission of the publisher (The Open Research Network, info@openresearch.net). Use in connection with any form of information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed is forbidden. 


The use of general descriptive names, trade names, trademarks, etc., in this publication, even if the former are not especially identified, is not to be taken as a sign that such names, as understood by the Trade Marks and Merchandise Act, may accordingly be used freely by anyone. 


Companies and individuals (especially those in Iran) who are interested in keeping the document alive and contributing to its updates, are cordially invited to send an email expressing their interest to info@openresearch.net. 


Camera-ready copy prepared by The Open Research Network using LATEX. �Printed in the United States of America.


� Category 5 is a term of art for the capacity of the computer cable.  The higher the number used, the greater the capacity.  Category 3 is standard telephone wire.  Category 5 is now widely used for all data network wiring.  There are new categories 5E, 6, and 7 for even higher rates.  However, this wiring is still not widely used.  Category 5 will support transmission speeds to better then 100 Million bits per second, a rate more then adequate for any task CEP is likely to envision.


� This approach to the distribution of data is fraught with problems and should be reconsidered.  The major problem is the selection of data to distribute.


� See, Caspian Environment Programme, Work Programme 1999-2001, Data and Information Management.  The report gives a general road map for the creation of a system to allow data exchange among the various organizations participating in the CEP.  The report does not give specific details on how this Data and Information System will be achieved and many of the goals of the program have yet to be realized.  It is necessary to update the timetable of this program and add specific details.  Many of the staff in the DIM Theme are new.  They need to make this task a short-term priority.


� Briggs Marine, the other current major oil spill recovery firm active Azerbaijan, has a different view of this organization.  They suggest that the oil companies control the oil spill recovery with the government organizations providing only observers or backup.


� A Marine Survey is conducted to determine the condition of a vessel.  The insurance underwriter or customer using the vessel usually requires the survey.


� I tend to doubt this number as it conflicts with other information and they saw this query as a potential loss of a customer.  The price they quoted may be for service available 100% of the time.  VSAT service is available in an on-demand mode at very much less cost.


� Not a Real Thematic Center in CEP, but rather a National Center


� This point is critical to the creation of a data exchange network.  If the network is only to exchange finish reports and email then it is not necessary to create a very fast or robust network.  If on the other hand the network will exchange “raw” data in some form, then the network will have to be more robust and much faster.


� There appears to be some confusion about the correct tag to use for data.  They appear to use two tags; raw and processed.  Some confusion may be resolved by increasing the number of tags.  Raw data should refer to data just collected that have not been verified or calibrated.  Finished or Corrected data are those data that has been verified has all erroneous data removed, and has been correctly calibrated.  A dataset represents those data that have been grouped in a way so that a database program or GIS program can use them.  Processed data are those data which have been provided to a program or model to produce quantities that were not originally measured (for example river flow data taken at specific gages processed by a fluid flow model to get sectional mass transport values).


� I was aware of its existence, but was not sure it was operational outside of China.  I have not been able to verify that it is operational beyond China since my return.  As it would have passed through the earthquake area in Turkey, I would have heard of it on a project looking at the communications problems in Turkey following the earthquake a year ago, and did not.  Further research is necessary.  Visits to Ashgabad and Teheran may confirm this information.


� As this pipeline is potentially in question, the companion cable is also in question.


� Oil Spill and Circulation Modeling, Eric Anderson, ASA (Applied Science Associates Inc., Narraganset RI 02882, 401-789-6224, ele@appsci.com


� I heard this incident mentioned by several persons in the area.  I could not confirm this with any independent source.  There seems to be a great level of suspicion that there is a high level of pollution produced by the oil field.  They also reported discrepancies in the pollution reports from the oil field.  This may or may not be related, or be real at all.


� This system, in principle, might be used to facilitate some of the data exchange needs of CEP.  This issue requires further investigation.


� This cost is low.  The cost of the equipment is around $5000.


� This connection is likely to be costly.  The alternatives must be considered carefully.  Further investigation is needed to determine what services are available and at what price.


� The data for licensing was obtained largely from Briggs Marine and others who have had to obtain radio licenses as part of their work.  I was unable to meet with the government body regulating telecommunications in Azerbaijan due to scheduling conflicts.


� Text taken from the site http://www.wmo.ch/web/homs/whycos.html.


� Trans Asia Europe Link (TAE) – Joining in the TAE Construction and Maintenance Agreement which was first initiated on 9 April 1993, the telecommunications entities of China, Kazakhistan, Kyrgyzstan, Uzbekistan, Tajikistan, Turkmenistan, Iran, Turkey, Ukraine, Poland, Germany, Azerbaijan, Georgia, Armenia, Romania, Hungary, Austria, Belarus, Pakistan, and Afghanistan agreed on installing a fiber optic cable system, between Shanghai (China) and Frankfurt/M (Germany).





The overall cable length of the system under the current configuration is approximately 27,000 km.  Each Party implemented the construction of the segments within its own territory to be integrated to TAE.  Except for the already existing segments operating with PDH technology, all the new segments are equipped with SHD.





The Turkey – Ukraine and Turkey – Romania connections of TAE are provided over ITUR and KAFOS Submarine Cable Systems respectively.





The System was inaugurated on 14 October 1998 with a video conference participated by 11 member countries.


� Even the PCU did not have a firewall when we conducted the survey in late 2000.
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