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Introduction

Variability in climate and climate change give uncertainty to the future availability and distribution of water resources. The objectives of this project were to provide the ability to assess these problems more effectively, with particular regard to prediction of the level of the Caspian Sea.  The study aimed to develop a realistic and consistent methodology, including the facility to take into account the effects of climate change by the year 2050.  Preliminary results are presented for present conditions and preliminary model runs using climate scenarios for the decade of the 2050s were carried out, indicating possible changes in future flows into the Sea.

The methodology which was developed involves examining flows and water demands on a 0.5° by 0.5° grid.  The area studied is the Caspian Sea basin with a total land area of about 3 million km2, contained within five countries: Azerbaijan, Iran, Kazakhstan, Russia and Turkmenistan.  Within the Caspian Sea basin, the Volga and Ural basins combined cover around 1,616,000 km2, the major Caucasian and Trans-Caucasian river basins (the Kura, Terek, Sulak and Samur river basins) cover around 254,000 km2, rivers on the Iranian coast cover around 103,000 km2, small rivers on the western coast of the Caspian Sea (between the Volga basin and Iran) cover around 158,000 km2, whilst other river basins such as those between the Volga and Ural basins, cover around 819,000 km2 (Shiklomanov et al., 1995). The water surface of the Caspian Sea itself measures around 376,500 km2. Based on observed data from the period 1961-90, the proportional contributions of the main rivers flowing into the Caspian Sea are as follows:  Volga (83%), Ural (2%), Kura (6%), Terek (2%), Sulak (2%), Samur (1%).  The basin displays a very wide range of topography, hydrology and water resource problems.

The first phase of the project was carried out by the Institute of Hydrology (IH) of the UK, working in co-operation with the Russian State Hydrological Institute (SHI) in St Petersburg. The grid model was configured for the Caspian Sea basin and the great majority of the data needed for running the model were assembled. Additions to the model were made so that it could compute the effect of snow accumulation and snow-melt on runoff and so that it could take account of bulk transfers of water into or out of the basin.  Preliminary model calibrations were carried out and satisfactory results were achieved.  A small amount of the data on water use and reservoirs which are needed to complete the setting up of the model were not available within the very short time-scale of the work.  However, these represent a small proportion of the basin, and are not likely to have a major impact on the results. 

Representatives from the state hydrological services of Azerbaijan and Kazakhstan attended SHI’s offices in St Petersburg, for a two-day period of training and information on the project and the modelling work, from 8th to 10th November, 1999.  

The present work represents only an initial approach to the problem, and future phases are required to finalise the model and enhance co-operation between the countries.  This is discussed further in Section 4.

1. Work carried out

1.1. Model development

The modelling approach developed for the Caspian Sea basin is based on work aimed at examining water resources availability on a world-wide scale (Meigh et al., 1998).  Previous studies had generally been rather simplistic, and the new approach was designed to provide a more realistic and consistent methodology.  It incorporated the following:

· A consistent methodology which can be applied across all countries and regions.

· Use of the drainage basin as the logical unit for examining resources. This overcomes problems of transfers between countries sharing the same basin.

· Seasonal and year-to-year variability in the surface water flows are important when looking at water availability, and the project included consideration of these factors to assess the water which is actually available for use.  Variability in water demands can also be significant.

The approach was adopted for use in the Caspian Sea basin, with the ultimate aim of examining the probable effects of variability in the basin’s water resources on the level of the Sea.

The overall approach to estimating water resources availability is to examine surface flows, groundwater yield and water demands on a gridded basis.  By using a grid to cover the study area, the regional variability of supply and demand can be demonstrated.

The grid size chosen for the study is 0.5° by 0.5°.  This choice is a compromise between that needed to represent spatial variability and the availability of suitable data.  It is believed that the 0.5° grid allows spatial variability to be represented to a reasonable level; a coarser grid would begin to lose adequate representation of variability, while a finer resolution would require excessively large amounts of data and greatly increased computational effort.  Another reason for choosing a 0.5° grid is that several global data sets are now available at this resolution, making the application of the approach on a global scale possible.  Although some types of data are available at finer resolution, most are not, and it would be an onerous task to generate the additional gridded data sets that would be required from the raw information.  The region studied is shown in Figure 1.
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Figure 1:  A map of the Caspian Sea region
Estimation of surface flows  Based on the 0.5° grid discussed above, surface runoff is generated for each cell by using a rainfall-runoff model and the flows are then routed through the linked cells to estimate total runoff for each. The effects of lakes and wetlands, water abstractions, return flows, artificial water transfers, flow routing and transmission losses are also taken into account.  The basic time step of the model is monthly, and a 30-year time series of flows is generated.  This period is actually run twice, the first thirty years providing a ‘warm-up’ to ensure that model behaviour is stable, and the second period of 30 years being used to generate the final flow sequences.

The preliminary stage, before generation of flows, is to determine the main direction of flow for each cell.  It was assumed that all the flow from one cell would flow into one of the adjoining cells.  Based on these directions, the order in which the cells must be processed is determined so that the flows from upstream cells have always been calculated before processing the cell which they flow into.  The processing order also takes into account the artificial transfers between cells.

In an earlier study, the possibility of allowing more than one flow direction to be assigned to each cell was examined in an attempt to improve the representation of catchment boundaries within the gridded system.  However, it was found this would lead to difficulties in defining the order of processing the cells, and it was judged that the greatly increased complexity of the model would not be worthwhile for the relatively minor improvements in results which would be expected.  For the larger catchments, which are of greatest interest in a global-scale study such as this, representation of the catchments by the grid cells is reasonably accurate. For improved representation of smaller catchments, finer definition of the input data would be needed so that the whole modelling process could operate on a smaller grid size.  With the current level of data availability, a smaller grid size is not realistic at present.

Having defined the flow directions and processing order, the main steps in the procedure for estimating surface runoff are then as described in the following sections.  They are also illustrated in a flow diagram in Meigh et al. (1998).

Runoff is generated for each cell using a rainfall-runoff model; the model chosen was the probability-distributed model (PDM) developed by Moore (1985). This is a conceptual model, based on physical processes, which takes precipitation and potential evaporation (PE) as inputs. The available input data were monthly mean precipitation, evaporation and temperature values for each 0.5° by 0.5° cell, and anomaly series for the period 1961 to 1990. 

Generation of local runoff  The PDM controls the conversion of precipitation to runoff.  Three additional elements were added to this basic model.  The first is an interception model to take account of precipitation that is intercepted by the forest canopy in areas where there is significant forest cover.  The second addition is an element to make the model response more realistic in arid areas where there is no flow in the dry season.  The third addition enables the PDM to be applicable under snow-fall conditions.  The PDM itself and these additional elements are described below.  The choice of this model follows work at the Institute of Hydrology and the University of Southampton examining the effects of climate change on river flows in the Britain (Arnell and Reynard, 1996; Arnell, 1996b), Europe (Arnell, 1996a), and Southern Africa (Reynard, 1996).  A number of models were investigated and the PDM was chosen for all these studies.  It was used on a catchment basis for the work in Britain, and on a 0.5° gridded basis elsewhere.  The use of the model over a wide range of environments and climates in these studies indicates that it should also be adequate for the study region in the Caspian Sea basin.  The PDM is based on physical processes, but without requiring a large number of parameters, and thus it is suitable for investigating the changes in runoff expected due to climate change.

The PDM rainfall-runoff model  The PDM works by partitioning the precipitation input in two parts: one part leads to direct runoff which is a rapid response to precipitation, while the second part leads to the baseflow component of runoff, a much slower response to the precipitation input.  These two runoff elements are summed to give the total runoff from the catchment, which is taken to be the grid cell in this study.

The model is shown schematically in Meigh et al. (1998). The precipitation input enters a soil moisture store for which a maximum capacity is defined.  No direct runoff occurs until the capacity of this store has been satisfied.  For any time interval (in this study a daily interval was used), precipitation is added to the soil moisture store, and it is depleted by evaporation and drainage to groundwater recharge.  Actual evaporation is assumed to occur at the potential rate until field capacity is reached, below which the ratio of actual evaporation to potential evaporation declines linearly to zero.  If the soil storage at the end of the day is less than the maximum capacity, no direct runoff occurs, but groundwater recharge takes place at a rate dependent on the current soil moisture storage.  Direct runoff only occurs when the maximum soil moisture storage capacity is exceeded.  However, in a natural catchment, not all parts would have the same soil storage properties: steep, upper slopes tend to have smaller capacities than the deeper, cultivated soils of the lower valleys.  The PDM allows for this by having an array of soil stores which have different capacities.  The frequency of occurrence of stores of a given capacity is governed by a probability distribution, defined by the model parameters.  This distribution of soil stores accords well with modern hydrological practice whereby runoff processes are thought to be realistically described by the concept of variable contributing areas that respond to changing soil moisture conditions.  Thus, under dry antecedent conditions, direct (or surface) runoff is generated only from those parts of the catchment having low soil storage capacities, and precipitation over the remainder of the catchment goes into soil storage.  After a period of rain, more and more of the catchment becomes saturated and the proportion of the catchment generating direct surface runoff increases.

The direct runoff is next routed through a store in order to distribute the runoff volume in time.  This is done by means of a cascade of two linear reservoirs.  A linear reservoir has the property that the outflow, qs, is a linear function of the surface storage, Ss:

qs   =   srout Ss
where srout is the surface routing parameter.  The outflow from the first linear reservoir provides the input to the second which has the same routing parameter, and the outflow from this is the final estimate of direct runoff from the model.

That part of the precipitation which is neither lost to evaporation nor goes to direct runoff is retained in the soil moisture store.  When the contents of this store exceed the field capacity (which is defined as another of the model parameters), this is treated as drainage to groundwater recharge and enters the groundwater store.  The outflow from this store provides the baseflow component of runoff.  This is computed by means of a non-linear reservoir which has the form:

qb   =   grout Sb3
where qb is the baseflow, Sb is the groundwater storage, and grout is the baseflow routing parameter.  The surface and baseflow components are then summed to calculate the total runoff from the catchment, qt = qs + qb.

The PDM runs on a daily time step, but the input precipitation and evaporation data are only available as monthly values.  To overcome this, the average numbers of rain-days for each month in each cell were used to estimate daily precipitation, with the monthly total divided uniformly over the rain-days which are randomly distributed within the month.  A number of other methods of deriving daily precipitation have been examined in an earlier study, but the results were not strongly sensitive to this choice, and so the simple approach of allocating the same amount to each rain-day was chosen.  The monthly evaporation values were distributed uniformly over each day in the month.

From the daily precipitation input, the PDM generates daily flows and these are then summed to obtain monthly flows; from this point onwards the overall model run is on a monthly basis only.

Parameters of the PDM  The parameters of the PDM, as described above, are:

cmax
-
maximum capacity of the soil moisture store (saturation capacity),

fc
-
field capacity of the soil,

b
-
parameter describing the frequency of occurrence of the soil moisture stores,

srout
-
surface routing parameter,

grout
-
baseflow routing parameter.

It is not practicable to calibrate the model for each grid cell with reference to observed river flow data. Therefore, in order to allow it to be applied over the very large areas which are needed in this study, the parameters where determined from the physical characteristics of the cells.  The two most sensitive parameters are cmax and fc, and these were related to estimates of the percentage forest cover and the soil type.  The model results are less sensitive to the remaining three parameters and these were held constant throughout the basin.  The advantage of this approach to rainfall-runoff modelling is that calibration for individual cells is not necessary as the parameters are derived solely from observed physical characteristics.  This means that flows can be generated with a reasonable degree of confidence for each of the very large number of cells needed to provide coverage of large parts of the earth.  Conversely, its disadvantage is that the available physical characteristics may not be sufficient to reflect the true variability of hydrological processes across the region.  Further detail on the selection of model parameters is given in Meigh et al. (1998).

Additional model elements  As mentioned above there were three additional elements added to the PDM.  The first was a model to account for interception losses in areas with significant amounts of forest cover.  Following Calder (1990), the intercepted precipitation, pi, was calculated as:

pi   =    (1 - e-p)

where p is the input precipitation, and  and  are the model parameters, which were set at  = 2,  = 0.5 for all cells.  For each cell, the proportion covered by forest was estimated, and the interception model was only applied in modelling the runoff from this proportion of the cell.  Also, in modelling areas covered with forest, the potential evaporation was assumed to be 10% greater than in other areas, in order to account for the higher rates of evaporation which are typically found in forest areas compared to grass cover.

The second additional model element was in the groundwater part of the PDM.  It was found that the model tends to generate small (but not negligible) flows even in long periods without precipitation. While this is not a problem in humid regions, in arid regions it was found to produce unrealistic flows during the dry season.  Unless there is a spring source providing a continual baseflow, river flows in such regions tend to drop to zero for much of the dry season.  Experimentation with the parameters of the PDM showed that this problem could not be resolved with the standard model.  Therefore, an additional element was added, consisting of a small drainage from the groundwater store (illustrated in Meigh et al. (1998)).  The amount of this drainage would be expected to vary depending on the soil type, with higher rates in coarser grained soils, and on the climate, with the drainage being more significant in drier regions.  A model of the following form was selected:

d   =   Cd (1 - P/Pd) Sb

for P < Pd
where d is the rate of drainage from the groundwater store, Cd is the drainage parameter, P is the mean annual precipitation for the cell, Pd is the limiting value of mean annual precipitation, above which the model has no effect, and Sb is the groundwater storage.  Pd was set as a constant for the whole region, while Cd was varied according to soil type.

The third additional element was a snowmelt module.  Snowmelt is a major component of the hydrograph of the Volga River, which itself provides around 80% of the total inflow to the Caspian Sea. The effect of snowmelt is to provide a delay, sometimes of several months, between precipitation and the resulting melt-waters which contribute to runoff.  The Institute of Hydrology has developed several variants of the PDM for modelling snowmelt, primarily for application to small mountain catchments in temperate maritime climates, e.g. the uplands of Scotland.  Such models, e.g. PACK (Moore et al., 1999), typically include the following components:

1. A model for partitioning precipitation into rainfall and snow, typically according to the air temperature relative to some user defined ‘freezing’ temperature;

2. A snowmelt module, at the simplest level assuming melt is proportional to air temperature above freezing, although more complex models can include the effects of wind, heating from precipitation and solar radiation, sometimes with an energy budget calculation;

3. A one-dimensional snow-pack storage model, typically with separate ‘stores’ for the dry part of the snow-pack (snow which has not yet melted) and the wet part (snow which has melted but which is still in the pack).  For the wet store, two drainage rate constants are also specified; allowing faster drainage to occur once a critical storage is exceeded;

4. A component allowing for partial coverage of snow in the region of interest;

5. Allowance for the influence of elevation on temperature via elevation zones or hypsometric curves.

For the Caspian Sea basin application, the available data could not at present support such a detailed level of modelling; in particular items 4 and 5, although the grid-based approach implicitly includes some allowance for these effects in the measured data for the baseline period, e.g. the interpolated mean monthly temperature for a grid cell will be based on temperatures measured at nearby meteorological stations at a similar elevation.  The State Hydrological Institute (SHI), which has already developed its own snowmelt models for the region, also suggests that the snowmelt module should include an allowance for soil freezing.  The following paragraphs describe the main modifications to made to allow for snow and snowmelt in estimating surface runoff to the Caspian Sea.

In applying a temperature-based approach for modelling snowmelt, and for partitioning precipitation into rainfall and snow, monthly mean temperatures need to be disaggregated into daily mean values.  In a previous study for western and central Europe using the UK’s Climate Research Unit (CRU) data set (Arnell, 1999), daily temperatures were generated by fitting a sine curve to the monthly average values for each cell, then applying a normally distributed random component about this curve, with a user-defined standard deviation of 2°C.  For the Caspian Sea application, a similar approach was used; however, since baseline monthly values for 1961-1990 were used, rather than long term averages, the daily values were obtained by linear interpolation between monthly values, assuming that the monthly value applies in the middle of the month, e.g. 15th Jan, 14th Feb...., and then applying the random component.  For this first attempt, the same standard deviation of 2°C was assumed as that used by Arnell.

The mean global baseline precipitation data do not account for the significant undercatch in cold regions, so a grid of correction factors was calculated by SHI and applied to the raw precipitation data. This was achieved by taking data from the 132 meteorological stations in the Volga basin, 32 stations in the Ural basin, and 40 stations in the south-western basin region.  The correction factors are more significant in the northern part of the Caspian Sea basin, where it is colder and therefore receives more precipitation falling as snow.  Each meteorological station has factors to correct for the effects of wind on precipitation falling as snow (Hydrometeorological Publishing House, 1968).  These factors were interpolated to the 0.5° grid for the whole Caspian Sea basin, using the Green Function distance method of weighting values, and the factors applied to the raw precipitation data.  Maps of the factors for different parts of the basin, where such factors are relevant, are shown in Figure 2 and Figure 3.  These are examples for the months of January, February and March.

The key for the precipitation factors in Figure 2 is as follows:
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Figure 2:  Map of the precipitation factors used in the Volga and Ural sub-basins of the Caspian Sea basin for a) January, b) February and c) March
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Figure 3:  Map of the precipitation factors used in the Kavkaz region of the Caspian Sea basin for a) January, b) February and c) March

The partitioning method used is the usual one of assuming that, above a threshold temperature Ts, all precipitation falls as rainfall, and below that temperature all precipitation falls as snow.  To start with, a typical threshold temperature for the UK of 1°C was used (Moore et al., 1999).

The simplest possible melt formulation was used, i.e. a temperature excess model.  This is normally thought to be most suitable for humid, temperate conditions (warm, moist and windy), when melting occurs primarily from turbulent heat exchange, rather than other mechanisms such as heating from direct radiation or the heat input from falling rainfall.  However, the temperature excess approach has also been used successfully in Switzerland and Sweden (e.g. Braun and Renner, 1992), and is used by SHI in their operational models.  The model simply assumes that, above a threshold melting temperature Tm, the rate of snowmelt is proportional to the temperature excess (T-Tm).  The melt factor recommended by SHI for preliminary modelling is 2mm/day/°C with a melting temperature of 0°C.

Having defined the snow inputs to the snow-pack, and the melt within the pack, a simple snow storage model is required to keep account of the current depth of snow-pack in the ‘wet’ and ‘dry’ state.  For this first attempt, direct evaporation from the snow surface was neglected.  The drainage from the pack then forms the input to the PDM.  For estimating the drainage, Moore et al. (1999) suggest a simple linear outflow relationship, with outflow proportional to storage depth, and with two rate coefficients, allowing slow and rapid drainage.  Typical values for these coefficients are 0.15 and 0.85 per day. Rapid drainage is assumed to occur when the storage exceeds a critical fraction of the total depth, say 0.1.  Drainage is assumed to stop when the air temperature falls below a critical value, taken to be 0°C.  Normally, any new precipitation is added to the wet store but, in the case that the pack only contains wet snow, any new precipitation is added directly to the drainage from this store to avoid the situation of the pack persisting for an unrealistic length of time.

For the Caspian Sea basin application, an additional complication is that infiltration in the basin is reduced and, in some cases, stopped when the depth of frozen soil exceeds certain limits (e.g. for sandy, loamy soils, there is a reduction for depths in the range 0.3 to 0.6m, with infiltration stopped at greater depths).  Incorporating this effect would require a modification to the PDM itself in the form of a conceptual store for the frozen soil, such that the baseflow component of the model has no input when the depth of frozen soil exceeds a threshold, and is reduced for values less than that threshold.  

For calculating the depth of frozen soil, SHI assume that this is proportional to the integrated value of the air temperature from the time the temperature first drops below zero, less an allowance for the insulating effect of any snow-pack above the soil surface.  It is assumed that, once melting starts, the snow-pack melts before the soil, and that a fraction of the melt (e.g. 20%) infiltrates into the soil helping the soil to melt also.

Incorporating this method into the grid model could be attempted at a later stage of the project.  The challenge will be to adjust the PDM to correctly allow for reductions or breaks in infiltration during times when the soil is frozen.  Advice from the PDM developers will be required for this step.  For the limited time-frame of Phase I, the effects of frozen soil have been ignored, but may be included at a later date if the calibration results suggest that this is required (Sene, 1999).
Summing runoff from upstream cells  Having generated the local flows using the PDM as described above, flows are routed between cells and summed to provide the total runoff in each cell.  At this stage, water which is consumed in the cells is taken into account, and a loss in flow between the cells can also be included.

The summation is as follows:

QS    =    QL  +   (1-L)(QU - QC + QR)'  -  QT
Where:

QS =
total runoff for the current cell;

QL =
locally generated runoff for the current cell;

QU =
total runoff for an adjoining upstream cell (this was QS when that cell was itself the current cell);

QC =
water consumed in an adjoining upstream cell;

QR =
return flow from an adjoining upstream cell;

QT =
artificial transfer of flow out of or back to the current cell;

L   =
proportional loss for flows out of the upstream cell;

'
indicates that flows have been routed; and


refers to the summation over those of the 8 adjoining cells which flow into the current one.

Further descriptions of these parameters can be found later in this report.

Routing between cells and transmission losses  As the overall model time step is monthly, flow routing is generally not important except in very large basins where the difference in timing between flows from different parts of the basin could be significant.  The method used is the simple Muskingum method which provides a time delay and a degree of dispersion of the flood wave, but does not require any physical data.  For situations where there is loss of water in transmission along the rivers through seepage into the banks or bed, a simple proportional loss can be applied to account for it.  Transmission losses tend to occur particularly in dry areas where the soil is sandy, and the effects are especially noticeable in large rivers flowing through arid regions.

Artificial water transfers between cells  In addition to the natural transfer of water between cells along the river channels, there are also artificial transfers along canals and pipelines, both within basins and between different basins.  The term ‘artificial transfers’ is used only to refer to transfers between cells.  Two types of transfer were defined.  Either the amount to be transferred is a fixed amount, or it is determined as the amount of water to satisfy the demand in the cell into which the transfer is arriving.  In both cases, the amounts are, of course, limited so that they do not exceed the available flow in the cell supplying the transfer in each month of the simulation.  Transfers determined by the demand also have a second, fixed limit which corresponds to the capacity of the canal or pipeline.  Transfers from outside the basin into the basin (such as the Msta-Tvertsa transfer), or from inside the basin to the outside world (such as the Chusovaya-Iset transfer), can also be specified in this part of the model.

Effects of lakes, reservoirs and wetlands  Where there are lakes, reservoirs or wetlands, these can cause considerable alteration to the flow pattern, and therefore they need to be included in the model.  In the following most of the discussion refers to lakes, but reservoirs and wetlands can generally both be treated in the same way.

Lakes can be modelled by a simple water balance procedure:

Si    =    Si-1  +  Qin  +  (P-E).Area  -  Qout
where Si = storage at end of month i; Si-1 = storage at end of month i-1; Qin = inflow in month i; Qout = outflow in month i; P, E and Area = precipitation, evaporation and lake surface area, all in month i-1.  For lakes and reservoirs open water evaporation is used, while wetlands are assumed to be covered in vegetation which tends to increase the rate of evaporation loss, and so a higher evaporation rate is used. For most cases the relation of the surface area to the storage will not be known, but it is reasonable to assume that they are linearly related.  If the storage becomes greater than the capacity of the lake, it spills, and this additional outflow is added to Qout.

The problem with this procedure is that the outflow is not known, but this is what we are in fact most interested in.  To overcome this, a simplifying assumption is made by assigning lakes to one of two types.  In the first type, which would apply to natural lakes and wetlands and to reservoirs where the main function is to regulate the outflow, it is assumed that the principal effect of the lake is to reduce the variability of flows by increasing dry season flow.  This can be done by assuming outflow is a function of net inflow:

Qout    =    Qnet-in (S/Smax)1.5
where Qnet-in = average net inflow in month i = average of Qin+P-E, estimated on a monthly basis; Smax = the capacity of the reservoir (S, the storage in the previous month, can be greater than Smax for certain cases).  Where the size of the lake is small in relation to the annual inflow, the function has little effect, but as the size of the lake increases the outflow becomes more and more smoothed, until with very large lakes, it provides an almost constant outflow.

The second type, which would normally only apply to reservoirs where the main function is to store as much water as possible, the outflow is found by assuming that there is none unless the reservoir spills. The part of the inflow in a particular month which causes storage to exceed the maximum capacity becomes the outflow for that month.  In this type there would normally be direct abstractions from the reservoir, and these are included in the water balance equation.  This type has the opposite effect to the first type of lake in that the variability of the flow tends to be increased.

When working on a gridded basis, there are two different situations which need to be considered with regard to lakes:

1. The lake is contained entirely within the cell.  In this case the total flow for the cell is routed through the lake, except in cases where there are very small lakes not on the main river; these are ignored.  Where there are several lakes in a cell they can be lumped together and treated as one.

2. The lake extends over more than one cell.  In this case, the cells which do not include the lake outlet are treated as normal except that when calculating the local runoff only the area of land is used (i.e. the area of the cell less the area occupied by the lake).  Thus, for cells totally within the water body, local runoff is zero.  The lake routing model is run only for the cell which includes the outlet, and this uses the total area and storage of the lake, not just those within the cell.

As noted above, these procedures will generally apply equally to lakes, reservoirs and wetlands. However, in a number of special cases, the capacity and surface area of a lake or wetland may increase significantly in response to a period of substantially increased inflow. For these cases a different formulation of the lake model was used in which the lake (or wetland) size is not limited to the maximum capacity Smax, but can adjust to different values if the flows change. 

Water consumption and return flows  The equation for summation of flows between cells includes water consumed, QC, and return flow, QR.  Water consumed is the water diverted for use (irrigation, water supply, etc.) in the adjoining upstream cell.  This is calculated from the demands in that cell (as discussed below), with the proviso that, if demands exceed the available supply, the water consumed is taken as the available supply only.  It can be seen that the values specified for demands will affect the model results for surface water availability because the water consumed in an upstream cell reduces the amount of water which flows to the next cell downstream.  Demands can be supplied from either surface or groundwater or from a combination of the two, and a method is needed to determine that part of the demand which is to be supplied from surface water.  This has been done by setting up some default assumptions, as follows:

· Domestic demands in urban areas are met by 80% surface water, 20% groundwater;

· Domestic (plus livestock) demands in rural areas are met by 30% surface water, 70% groundwater;

· Industrial demands are met by 70% surface water, 30% groundwater;

· Irrigation demands are met by 100% surface water.

These figures have been selected in earlier studies as being those most likely to apply in the majority of situations.  For each cell, the model has the capability for these default values to be over-ridden by different figures reflecting the true situation for that cell.  However, the ability to do this is constrained in many cases by lack of adequate data.  Normally, the figures for allocation of demand are followed as far as possible, but where the demand from one of the sources exceeds the available supply, the model attempts to satisfy the remainder of the demand from the alternative source.  Where water is consumed, there may also be return flows, and the model also accounts for these.  For industrial water uses, the return flows may be almost as much as the water abstracted, while for domestic uses they will be a smaller proportion, depending on whether or not there is a sewage system and how effective it is.  Irrigation return flows can be assumed to be zero provided the irrigation diversions are calculated as a reasonable estimate of the water demand. In the Caspian Sea basin, data on actual net abstractions (i.e. abstraction minus return flow) were available and used in preference to the estimation of demand from data such as population estimations.

Surface water which is available for use  The model has the facility, following the procedures discussed in the previous sections whereby a 30-year sequence of monthly flows is generated for each cell in the basin, to derive estimates of the water which is available for use within the cells.  In previous studies, a number of different measures were considered, including:

· The mean flow, or a proportion of it, say 50 %;

· The average of the driest months in each year;

· The driest month in each year which occurs with a certain degree of reliability.

However, in the model of the Caspian Sea basin, the primary concern was prediction of total inflow to the Sea and thus the Sea level, and so estimates of water availability in the basin were not studied here. 

Estimation of water demands  There are a variety of different water demands which can be considered. They have been divided into categories here as follows:

· Domestic: rural and urban water supply, all uses;

· Industrial;

· Agricultural: irrigation and livestock.

Domestic water supplies are mostly for consumption by people for drinking, cooking and washing, but small industrial demands may sometimes be included here as well. They are estimated from the population in each cell and data for water requirements per head.  Urban and rural demands were separated because water use is generally higher in urban areas.  An additional category of ‘special’ urban water requirement was introduced to allow for the still higher demands which are expected in capital cities and other very large and important urban areas.

Future domestic water demands can be derived from a combination of scenarios of population growth (which can be assigned separately to rural and urban areas) and changes in per capita requirements (rural and/or urban). In this way, spatial changes in population water demand resulting from, for example, migration to urban areas, can be examined.

Industrial demand refers to large-scale industrial water users which are not included in the rural or urban water supply. There is often a lack of information on industrial water use, but where such demands are known they can be entered into the appropriate grid cell and added to the other demands. 

The agricultural sector is often the largest water consumer, and irrigation demands are often the most important.  Irrigation schemes vary widely in scale; the main areas need to be identified and, where possible, the following information should be assembled for each scheme: gross and net irrigated area, irrigation efficiency, main crops, and cropping pattern. In contrast to the other types of demand, which can reasonably be assumed to be constant throughout the year, irrigation demands vary through the year depending on the potential evaporation, precipitation, crop type, number of cropping seasons and time of planting of each. Estimates of the demands throughout the year can be made following FAO guidelines for crop water requirements (Doorenbos and Pruitt, 1977) and taking account of effective precipitation (Dastane, 1974).

In the Caspian Sea basin, data on actual abstractions and water use were available and entered directly into the model, meaning that the above estimations of demand were not required.

1.2. Setting up the model for the Caspian Sea basin

The methodology outlined in the preceding section was applied to the whole of the Caspian Sea basin. The basin includes parts of five countries: Azerbaijan, Iran, Kazakhstan, Russia and Turkmenistan.  The basin has a land area of around 3 million km2, and a total of 1,364 0.5° by 0.5° cells were needed to cover it.  This section describes the assembly and treatment of the large amounts of data which were needed.

The task of assembling and improving global data sets is largely the responsibility of the UN agencies.  The UNEP (Geneva and Nairobi) has developed a Global Resources Information Database (GRID) based on the ARC/INFO GIS system as part of the Global Environmental Monitoring System (GEMS). GRID holds information on population, livestock and many other data.  GRID-Geneva have also introduced a customised geo-referenced location and retrieval system of non-GRID held environmental data (WEBSEARCH).

Surface water - data preparation and assumptions  This covers the specification of land areas, cell linkages and artificial transfers.  The area of land in each cell is needed both for modelling and for estimation of demands.  These areas were calculated using the latitude of the half degree cells, with the reduced area of cells occurring at the basin boundary being estimated by eye.  Where lakes and wetlands occurred, the reduced land area after taking these into account was estimated in a similar manner.

To examine the flow directions and linkages between adjoining grid cells, land elevation data were obtained from the US National Oceanic and Atmospheric Administration/Environmental Protection Agency (NOAA-EPA) Global Ecosystems Database CD-ROM (1992). This provides minimum, maximum and modal elevations on a  regular grid of 10-minute resolution.  The minimum and modal elevation data were abstracted and the averages of both calculated for each 0.5° cell.  As an initial estimate of the flow direction between cells, it was assumed that the direction for which the difference in average elevation was greatest was the appropriate one.  Thus, for each cell, one of the eight possible directions of flow to an adjoining cell could be assigned.  In addition, some cells were defined as having no outflow into an adjoining cell.  This was done in desert areas where there are no significant rivers, and it was also used to define the downstream end of basins either at the coast or for internal drainage areas. The flow directions can then be compared, cell by cell, with maps of the region (generally at a scale of 1:1 million) to check whether they were the best approximation to reality, and corrected as necessary.  By these means, the network of interconnecting cells which most closely approximates the actual drainage basins was determined.  Because the region has large areas of rather flat topography, it was found that the elevation data were inadequate to estimate the direction of drainage for many of the cells, and the directions for the cells had to be estimated by eye.

Additional links between cells were set up by defining artificial transfers within and from/to outside the basin.  The final cell linkage network used in the model is shown in Figure 4.

[image: image33.wmf]Figure 4:  Caspian Sea basin cell linkages

Mean monthly precipitation data were available from the 0.5° gridded data set supplied by the Climate Impacts LINK Project based at the Climatic Research Unit, University of East Anglia, UK. (Precipitation anomaly series for 1961-90, number of rain-days, evaporation and temperature data sets, all on a 0.5° grid, were also supplied by the same source; these data sets are referred to as CRU data in the following). Mean annual precipitation based on these data is illustrated in Figure 5.

[image: image8.wmf]
Figure 5:  Caspian Sea basin mean annual precipitation (mm) for baseline period 1961-90
In addition to mean monthly precipitation, the model requires long series of monthly precipitation anomalies so that time series of monthly precipitation can be derived for each cell.  Anomaly series on a 0.5° grid were available for 1961-90 from CRU. 

Values for the average number of rain-days in each month are also needed, and these were also provided by CRU, as noted above.  Monthly mean temperature data and anomalies were also obtained from the same source, and the baseline 1961-90 data are illustrated in Figure 6.

[image: image9.wmf]
Figure 6:  Caspian Sea basin monthly mean temperature (°C) for baseline period 1961-90
Monthly reference crop potential evaporation (PE) estimates were made for each cell using the Penman method (Doorenbos and Pruitt, 1977), based on data for temperature, radiation, humidity and wind speed.  These input data were provided by CRU, as noted above.  Mean annual potential evaporation (reference crop) based on these data is illustrated in Figure 7.

[image: image10.wmf]
Figure 7:  Caspian Sea basin mean annual potential evaporation (mm) for baseline period 1961-90
By choosing different values for the albedo (0.25 for grass, 0.05 for open water), the Penman method can also be used to estimate open water evaporation rates for use in water balances of lakes and reservoirs.  It was found that Penman open water evaporation estimates were on average about 20% higher than reference crop, and thus a factor of 1.2 was used in the model to convert reference crop PE for each cell to open water PE.  Similarly, a conversion factor is needed for calculating the water balance of wetlands. As these are often covered, at least partially, by vegetation, they tend to have evaporation rates even higher than open water.  In taking an overview of studies of potential evaporation of different land types, Savenije and Hall (1995) quote a figure for the PE of swamps or wetlands as 1.5 (or more) times greater than open water (that is, a factor of 1.8 compared to reference crop).  Clearly, it is not possible to select a factor for the PE of wetlands which would be reliable for all sites, but a figure of 1.4 (compared to reference crop) was selected as a plausible compromise between the values of 1.2 for open water and the very high value of 1.8 for well-vegetated wetlands.

The modelling process distinguishes between ‘forest’ and ‘grass’ when determining evaporation and defining soil moisture characteristics, and some data on vegetation cover and land use are needed to estimate the percentage forest cover in each grid cell.  The Olson ecosystem classification was used for this.  The data are available at 0.5° by 0.5° resolution on the GED CD-ROM (NOAA-EPA, 1992).  The Olson classification was derived from a combination of published vegetation maps, remotely sensed data and observations.  An alternative method, suggested by DeFries and Townshend (1994), could also be used in further refinement of the model.  This method allows estimation of vegetation type based on the temporal variation of the Normalised Difference Vegetation Index (NDVI) satellite data.  It can be applied to the monthly NDVI data which are also available on the GED CD-ROM, and the dominant vegetation type (from broadleaf, evergreen forest to bare ground and cultivated crops) can then be estimated for each cell.  With this procedure, results vary somewhat depending on the year chosen for analysis.  For the purposes of this study, the vegetation types (as defined by the Olson classification) then need to be simplified to values of percentage forest cover, as set out in Table 1. Land not covered by forest was treated as being grassland.

Table 1:  Assumed percentage forest cover for Olson ecosystem types
Olson ecosystem number
Class
Forest cover (%)
Olson ecosystem number
Class
Forest cover (%)

1
Conifer forest
100
10
Forest/field; dry evergreen broadleaf forest
50

2
Broadleaf forest
50
11
Wetlands, swamps
0

3
Mixed forest
50
12
Desert
0

4
Grassland/shrub + tree
0
13
Shrub/tree; succulent/thorn
0

5
Tropical/subtropical forest
100
14
Crop/settlement
0

6
Scrub and woodland or fields
0
15
Conifer snowy rainforest
100

7
Semi-desert
0
19
Mangrove
100

8
Field/woods complex or savannah
25
27
Tundra margins
0

9
Northern boreal taiga forest
25




In order to define the hydrological model parameters, spatial data on soil hydrological properties need to be defined: soil field capacity (the amount of water that can be held in the soil against gravity) and saturation capacity (the amount of water held in the soil when all pore spaces are full) are required. Soil water holding capacities are primarily related to soil texture.  The information on soil texture was obtained from the FAO soil map of the world, which was available in digital format as an ARC/INFO coverage.  From this, the dominant soil type in each of the cells in the model was determined, and the soil texture information extracted and assigned to one of seven classes, following FAO-Unesco (1974) (Figure 8).

[image: image11.wmf]
Figure 8:  Caspian Sea basin FAO soil texture classes
Field and saturation capacity, expressed as percentages, were estimated for each soil texture class, following Vörösmarty et al. (1989), using empirical equations produced by Saxton et al. (1986).  These equations predict soil moisture content given percentage sand and clay contents.  These data and the resulting capacity values are shown in Table 2.

Table 2:  Soil properties and calculated field capacity and saturation capacity
Soil texture class
FAO texture class
% sand
% clay
Field capacity (%)
Saturation capacity (%)

Sand
Coarse
92
5
13.1
35.5

Sandy loam
coarse-medium
65
10
20.0
41.3

Silt loam
medium, coarse-fine, coarse-medium fine
20
15
29.4
46.8

Clay loam
medium-fine
35
35
33.1
50.4

Clay
Fine
20
60
48.3
54.5

To convert these capacity values into figures expressed as millimetres of storage (as needed by the PDM model), values of root depth were assumed for each soil texture class, distinguishing between forest and grass.  The root depth values were taken from Vörösmarty et al. (1989).  These data and the calculated field capacity and saturation capacity for each texture class are shown in Table 3.  The field capacity for lithosols was taken directly from Vörösmarty et al. (1989), the lithosol saturation capacity was assumed to be 50% by volume, and organic soils were assumed to have field and saturation capacities of 50 and 100 mm respectively.

Table 3:  Field capacity and saturation capacity by soil texture class
Soil texture class
Root depth (m)

Field capacity, fc (mm)

Saturation capacity, cmax (mm)



Forest
Grass
Forest
Grass
Forest
Grass

Sand
2.5
1.0
328
131
888
355

Sandy loam
2.0
1.0
400
200
826
413

Silt loam
2.0
1.3
588
382
936
608

Clay loam
1.6
1.0
530
331
806
504

Clay
1.2
0.7
580
338
653
381

Lithosol
0.1
0.1
27
27
50
50

Organic
-
-
50
50
100
100

Data on lakes, reservoirs and wetlands were needed in order to model their effect on flows.  Ideally, the data required for each are: the general location and the location of the outlet (so that they could be assigned to the appropriate cells), the surface area and capacity, whether the water is fresh, salt or soda, and for reservoirs the type of use.  For the larger water bodies in the Caspian Sea basin, attribute data were taken from a report by the Central Research Institute of Complex Usage of Water Resources (1986).  For the smaller water bodies, visual techniques and large scale maps were used, and each wetland, lake or reservoir was assigned to the appropriate cell or cells, the proportions of the cells occupied were estimated, and the total surface areas of the water bodies were estimated.  Where no better information was available, it was generally assumed that wetlands and small lakes had an average depth of one metre when full.

Other inputs for the surface water model were as follows:

For the routing between cells, the parameter k in the Muskingum method which is effectively the time delay was estimated from the difference in average elevation between the cells using initially:

k    =   1.5 e-D/250
where k is the time delay in days, and D is the difference in elevation in metres.  This somewhat arbitrary formula was developed to give very little delay in the steeper areas and increase gradually for flatter slopes.  In previous studies (e.g. Meigh et al., 1998), when the simulated hydrographs were compared to observed for some of the larger catchments, it was found that the travel times corresponded closely.  The other parameter in the Muskingum method, x, was set at 0.25 for all cells, a value which is generally found to be appropriate in a range of circumstances.

Losses in the flow between cells were considered to be negligible in the basin, and so proportional loss for all cells was set at zero. 

2. Preliminary results

2.1. Model development and validation

As explained above, it is not feasible to calibrate the model for individual grid cells; rather a general scheme was developed to derive the model parameters from physical characteristics.  The two main parameters of the PDM, the field capacity (fc) and the saturation capacity (cmax) were derived from the soil texture data and the percentage of forest cover (see Table 3 above).  Other PDM parameters are of less significance, and these were generally held constant over the whole region; the original values were: b = 0.25, srout = 1 and grout = 0.1.

A validation exercise was then carried out in order to check how closely the model results corresponded to observed data.  The validation considered the generation of total runoff in larger basins, which brings in the other elements making up the overall model.

Observed flow data were assembled for six catchments; five representing those rivers providing the majority of the inflows to the Caspian Sea, the sixth lying within the Volga basin.  The data were obtained from the State Hydrological Institute.  The observed flow records match the periods generated by the model, i.e. 1961-90.

Details of the catchments are provided in Table 4.

The results for the six stations listed in Table 4 are shown in Figure 9 (a to f).  Using the model, 30-year runoff series were generated for each grid cell.  Then, the total simulated flows at the cell most closely corresponding to the point of observation were used in the comparison of observed and simulated runoff.

Table 4:  Catchments used for model validation
River and site
Country
Lat (°N)
Long (°E)

Volga inflow to Sea
Russia
45.5
47.5

Ural inflow to Sea
Kazakhstan
46.5
51.5

Oka (Volga basin)
Russia
56.0
43.0

Terek inflow to Sea
Russia
43.5
47.5

Sulak inflow to Sea
Azerbaijan
43.0
47.5

Kura inflow to Sea
Azerbaijan
39.0
49.0
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Figure 9:  Caspian Sea basin model validation results
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Figure 9:  Caspian Sea basin model validation results
At this stage, some minor calibration was carried out as part of the overall schemes to determine routing and loss parameters as discussed above.  Proportional loss between cells was generally set at a uniform value of zero, and the values were not altered locally.  

A comparison of the mean monthly flows is shown for the six calibration catchments in Figure 9.  Since the Volga river contributes at least 80% of the inflow to the Caspian Sea, these twelve preliminary calibration runs (Casp1 to Casp12) were aimed specifically at improving the model of the Volga basin.  

For the first few calibration runs, the peak of the hydrograph in both the Volga and Ural basins occurred in the month of April; one month earlier than in reality.  Attempts to shift the peak of the hydrograph to May involved, amongst other things, adjustment of the groundwater and surface water routing parameters of the PDM.  Parameters of the snowmelt model, such as the snowmelt factor, the threshold temperature for snowmelt and the threshold splitting precipitation into rainfall and snowfall, were also adjusted.  The Vörösmarty factor was adjusted to provide a global alteration to the soil parameters, thus affecting the soil properties for the PDM.  The shift in the peak of the hydrograph, from April to May, was achieved in the Volga basin, but the calibration did not have the same effect in the Ural basin, where the hydrograph peak remained in April.  The volume of runoff produced by the model of the Volga basin was under-estimated, whilst that in the Ural basin was much closer to the observed volume.  

The model of the Oka gauge, upstream in the Volga basin, produced a reasonably shaped hydrograph, but again the volume of runoff was under-estimated.  The modelled hydrograph of the Terek river produced a good volume of runoff, but this volume was concentrated too much into the months of May to July, and not enough in the period November to March.  The Sulak river was not modelled well at all.  The Kura river modelled hydrograph had a reasonably similar shape to that of the observed flows, but again the modelled runoff volume was too small.  Casp12 was considered to be the best of the preliminary calibration runs.

The rivers in the Kavkaz region (Terek, Sulak and Kura) were not modelled well since no calibration was performed specifically for this part of the basin in the limited timeframe of Phase I.  These rivers combined only produce around 10% of the total inflow to the Caspian Sea.  The Kavkaz region has some extremes of topography, with the steep slopes and glaciers of the Caucasus mountains, which require further study in Phase II of the project.

2.2. Climate change scenarios

Many researchers believe that global climate change is now occurring and is expected to continue in the future as a result of the emission of carbon dioxide and other greenhouse gasses.  These changes would be expected to lead to changes in both precipitation and evaporation which could have profound effects on the water resources of the study region.  This section describes how the results of global climate models have been used to derive scenarios of precipitation, temperature and evaporation changes for the year 2050 to be applied as inputs to the water resources model.

Methods of generating the scenarios  There are various methods of deriving climate change scenarios for hydrological applications, the most favoured being the use of output from global climate models (GCMs).  Three sets of GCM results were used in this project: HadCM2 (from the UK Hadley Centre for Climate Prediction and Research); ECHAM4 (from the German Climatic Research Centre, developed from the ‘ECmwf’ atmospheric model and a comprehensive package developed in HAMburg enabling the model to be used for climate simulations); CGCM1 (the ‘Canadian Global Coupled Model’, from the Canadian Centre for Climate Modelling and Analysis).  The data were obtained via the Climate Impacts LINK Project, from the Climatic Research Unit, University of East Anglia, UK.

Each of the three models uses a number of atmospheric and oceanic layers coupled together to simulate the climate, resulting in each model having a ‘climate sensitivity’, or a predicted increase in the global temperature due to a doubling of the effective CO2.  HadCM2 has a climate sensitivity of about 2.5°C, and models the climate from 1860 to ensure that the current climate is modelled as accurately as possible.  It comprises 19 atmospheric layers and 20 oceanic layers, and has a spatial resolution of 2.5° latitude by 3.75° longitude.  CGCM1 has a climate sensitivity of about 3.5°C, models the climate from 1850, and has 10 atmospheric layers and 29 oceanic layers.  Its spatial resolution is 3.7° by 3.7°.  ECHAM4 has a climate sensitivity of about 2.6°C, models the climate from 1860, and has 19 atmospheric layers coupled to an oceanic model.  It has a spatial resolution of 2.8° by 2.8°.  For more information on these models, see the IPCC-DDC website at http://ipcc-ddc.cru.uea.ac.uk.

The greenhouse gas emissions scenario used is the IS92a scenario (Leggett et al., 1992) defined by the Inter-governmental Panel on Climate Change (IPCC) in 1992 and amended by them in 1995.  Many of the problems encountered with the use of transient experiment data have been resolved with the use of a simple linked climate model (Wigley and Raper, 1992).  This type of approach can allow the allocation of a specific calendar year to a particular simulation year, depending on the climate sensitivity assumed.  The climate sensitivity was defined as the eventual global warming which would occur following a doubling of greenhouse gas concentrations from pre-industrial levels (this is not simply a doubling of CO2, but rather refers to an increase in all greenhouse gases that would have the same radiative effect as a doubling of CO2).  The true value of climate sensitivity is unknown, but the IPCC uses a range of 1.5°C (low) to 4.5°C (high), with a mid-range estimate of 2.5°C.  A more detailed discussion of the background to GCMs and their use for deriving climate changes scenarios can be found in Hulme (1996).

The three sets of GCM results were provided as monthly values for each of the GCM cells for both the baseline and the future (i.e. 2050) states.  The results consist of a wide range of atmospheric variables, only a few of which are required for this study.  The three GCMs had been run at different resolutions, as mentioned above, for example, HadCM2 was run at a resolution of 2.5° by 3.75°, far coarser than the 0.5° by 0.5° grid cells used in this study.  There are two possible solutions to this problem: either each of the 0.5° cells that falls within a particular GCM cell can take the same climate change scenario, or the GCM results can be ‘down-scaled’ to the required resolution. The second option was chosen for all three sets of GCM results to avoid the problem of sudden jumps in model results occurring at the edge of the GCM cells.  The method used was interpolation by means of the geo-statistical technique of kriging.  The GCM results were treated as points by associating them with the geographical centre of the appropriate GCM cells, and this was used as the initial network from which the interpolation to the 0.5° cells was carried out.  The method provides a gradient between the GCM ‘points’ and therefore does not add any realistic meteorological detail.  Both the possible methods of deriving GCM results for the smaller cells are problematic.  The required spatial detail might be added by running the GCM with a higher resolution meso-scale model embedded within it, and this type of approach will eventually produce improved results at the required resolution.  While some work has been carried out on this, the results are not generally available, and the simplistic ‘down-scaling’ procedures must be used.  A range of GCM results was used in this study to examine the possible range of effects on water resources that might occur. 

Precipitation scenarios  Using the above approach, percentage changes in monthly precipitation were derived for each cell for the year 2050. While, on an annual basis, the precipitation changes seem reasonable, there are problems in applying the GCM results on a monthly basis.  This comes about because the baseline precipitations generated by the GCM are different to the baseline precipitation values used in this study (shown on an annual basis in Figure 5).  The model is very sensitive to the precipitation inputs, and some effort has been taken to derive a plausible set of baseline precipitation data.  However, an examination of the baseline precipitation data from the GCM shows that this is considerably less satisfactory, as might be expected from the results of a model which runs on a coarse grid.  Thus, it was necessary to retain the original baseline precipitation data set, and apply the scenario changes to these values. 

Table 5:  Summary of annual values and changes in meteorological variables for 2050 averaged over the Caspian Sea basin


Baseline value (1961-90)
Type of change*
GCM scenario (2050)





HadCM2
CGCM1
ECHAM4

Ann. Total Precipitation (mm)
Min.

Av.

Max.
115.3

516.1

1106.0
(Ave. ann. %)
-21.8

14.5

102.2
-26.7

12.7

118.2
-30.8

9.7

32.7

Ann. Mean Temperature (oC)
Min.

Av.

Max.
-4.5

5.2

20.3
(Ave. ann. Abs)
1.6

2.9

3.4
3.1

4.5

6.7
3.1

4.3

5.1

Ann. Total Potential Evap. (mm)
Min.

Av.

Max.
485.4

852.2

1588.2
(Ave. ann. %)
-19.1

18.0

112.6
-48.1

24.1

113.0
-22.9

76.5

176.0

* Values presented for changes are the minima, averages and maxima calculated from the average annual change in the variable for each cell. Changes are either percentages (%) or absolute values (abs), as indicated.

A comparison of the resulting baseline and 2050 monthly precipitation data is shown in Figure 10 (a, b, and c) for each of HadCM2, CGCM1 and ECHAM4 respectively.
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Figure 10:  Comparison of baseline and 2050 monthly precipitation data for a) HadCM2, b) CGCM1 and c) ECHAM4
Evaporation scenarios  To obtain evaporation scenarios for 2050, the procedure described above was followed to derive monthly values for each cell for each of the following variables: temperature (°C); specific humidity (g/kg); incoming solar radiation (W/m2); wind speed (m/s); and total cloud amount.  A summary of the annual values and changes is given in Table 5.  Of these variables, temperature is the most significant driving force for potential evaporation, and the annual changes in temperature are plotted in Figure 11 (a, b, and c) for each of HadCM2, CGCM1 and ECHAM4 respectively. 
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Figure 11:  Comparison of baseline and 2050 annual changes in temperature for a) HadCM2, b) CGCM1 and c) ECHAM4
The second most important driving variable for evaporation is humidity.  These data were used in the Penman method to derive estimates of monthly potential evaporation for both the baseline condition and the scenarios.  Because the input data are different to those used in the baseline estimates of evaporation, a different formulation of the Penman equation had to be used.  In particular, the specific humidity values had to be converted to values of vapour pressure, and the total cloud amount figures had to be used in combination with the incoming solar radiation data in calculating the radiation terms in the method.  The results of the calculations were the percentage change in PE for each cell.  In a similar manner to the precipitation scenarios, the changes in PE were applied to the previously derived evaporation data set.  The PE data and changes are summarised on an annual basis in Table 5 and Figure 12 (a, b, and c) for each of HadCM2, CGCM1 and ECHAM4 respectively.
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Figure 12:  Comparison of baseline and 2050 annual changes in potential evaporation for a) HadCM2, b) CGCM1 and c) ECHAM4
Climate data for the year 2050 for each of the three GCM scenarios were applied to the best calibrated model run (known here as Casp12) to make an initial inspection of what such predictions might mean for the Caspian Sea basin.  The results for the six calibration stations listed in Table 4 are shown in Figure 13 (a to f).
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Figure 13:  Caspian Sea basin model validation results under 2050 climate scenario conditions
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Figure 13:  Caspian Sea basin model validation results under 2050 climate scenario conditions

In the Volga basin, the volume of runoff into the Caspian Sea is marginally increased in comparison with the baseline model results under both ECHAM4 and HadCM2, and significantly increased under CGCM1.  In all three cases, the peak of the hydrograph is shifted back to April.  The CGCM1 model predicts high increases in levels of precipitation for the Volga basin, combined with high increases in temperature and only slight increases (or even reductions) in evaporation, for the large part of the basin, meaning that more precipitation will fall, less will evaporate, and a greater proportion will fall as rain rather than snow.  The peak of the hydrograph arrives earlier than under the current climate for several reasons: the increased volume of precipitation (rainfall) directly runs off since the soil moisture capacity is quickly exceeded; flow does not pass through storage in the soil, nor is it stored in the snow-pack, hence the hydrograph is not lagged nor attenuated.  Similar effects can be seen under HadCM2 and ECHAM4, but to a lesser extent. 

In the Ural basin, once again the peak of the hydrograph is seen in April rather than May.  Here HadCM2 brings the prediction of the greatest increase in runoff.  This is the GCM which is predicting the greatest increases in levels of precipitation for the Ural basin, combined with moderate increases in temperature.

Interestingly, in the more southern rivers of Terek and Kura, in most cases the models are predicting reductions in inflow to the Caspian Sea.  In this region, levels of precipitation are expected to fall, and levels of evaporation to rise, meaning that a smaller volume of water is available to run off.

Groundwater  In the Volga basin, groundwater forms an insignificant portion of the water balance.

Water demands and demand scenarios Since data on actual abstractions and return flows were available for large parts of the basin, it was not necessary to estimate water use from population and livestock figures with per capita consumption rates applied.  In future studies it would be possible to formulate and apply demand scenarios according estimated growths in irrigation/agriculture, industry and population.

3. Conclusions and recommendations

The work done in Phase I of the project shows that the grid model can be applied to the Caspian Sea basin.  The model was configured for the basin and the majority of the data needed for running the model were assembled. Additions to the model were made so that it could compute the effect of snow accumulation and snow-melt on runoff and so that it could take account of bulk transfers of water into or out of the basin.  Preliminary model calibrations performed in the short time period available produced moderately satisfactory results, which would be improved through the incorporation and refinement of further information on model elements such as reservoirs, along with further model calibration. 

The Intermediate Phase and Phase II will provide the opportunity for further refinements to be made to the model.  They will enable the completion of data collection – additional information on water use, reservoirs and observed flows for a part of the basin will be requested from the countries and included in the model set-up.  Calibration of the model will be refined using observed flows at key sites in the basin.  The grid based model of the Caspian Sea basin will be linked to a Caspian Sea water balance model - the model outputs (flow series) will be used as the input to a model of the Caspian Sea water balance (e.g. that of the Caspian Sea Water Level Thematic Centre in Almate, Kazakhstan (Caspian Environmental Programme, 1999)). The results will show possible average sea levels for future scenarios, taking into account changed inflows from the basin (accounting for changes in precipitation and water used in the basin), and changes in precipitation and evaporation over the sea.  The model will be installed in the four remaining countries (Azerbaijan, Kazakhstan, Iran and Turkmenistan); the model is already installed in the fifth country, Russia.  This will be followed by a workshop for all five countries, to include training, providing the participants with a thorough understanding of the basis of the model and how to run it.  The workshop will also be used for discussions among all the participants which will help to define what additional modelling work would be useful and to develop detailed proposals for this.  Possible additions to the model which would aim to make it more responsive to the particular conditions of the basin and to provide more useful predictions of the future might include:

· Components to deal with problems identified from the current phase and by the experts from the individual countries.  Possible examples include: modelling flows derived from melting glaciers (significant in the Caucasus); a more sophisticated reservoir component which takes more detailed account of reservoir operation procedures; a more sophisticated snow module; the facility to allow for changing water use year-by-year.

· Incorporation of a Caspian Sea water balance module (on a monthly basis) within the overall model, rather than running this as a separate model.

· Continuous simulation from the present period up to the 2050s (or later). A probabilistic component would be needed to link the observed conditions to the future scenarios, based on a range of climate change modelling results from Global Climate Model (GCM) experiments and on predictions of water use change. This will provide a much more representative dynamic simulation of how the sea level might change over long periods in the future. 
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Annex  

Procedure for running the model.
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