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Caspian Sea level Predictions using Topological Techniques

We used two time series of the Caspian Sea level data for the study: decade data from 600 BC to 1995 AD (261 points) (Fig. 1) and annual observations from 1830 to 1995 (Fig. 2). The annual data made during the so-called instrumental period using special research tools differ by relatively precise measurements and are more attractive for the research and prediction. It is necessary to note that the data one could conditionally divide in two parts due to the sharp downfall at about 1930y: from 1830-1930 and 1930-1995 (see Fig. 2). As the second part actually consists with the diapason of prediction according to the aim of the Project  it is obvious that we couldn’t use the data of the first part to predict data for the period from 1940 to 1995 directly. Because of the reasons outlined above the task of prediction of the Caspian Sea levels from 1943 to 2050 years was divided in two subtasks: 

1. prediction  of the decade data  from 1930 to 2100; 

2. prediction of the annual data from 1940 to 1995.

1. Prediction  of the decade data. 

Using topological dynamics techniques there were estimated the value of the delay (
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) of the embedding of the series into the Euclidean space 
[image: image3.wmf]n

Â

, the dimension of the space 
[image: image4.wmf]7

1

2

=

+

>

u

n

 and the horizon of predictability 
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.  Basing on the estimates obtained we have constructed the training set for the fully-connected neural network ”MultiNeuron” containing 239 
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- dimensional vectors (
[image: image7.wmf]15

=

n

) corresponding 460 BC-1930 AD.   The number 
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 was expanded up to 15 since the reconstruction of the attractor of the Caspian Sea dynamics obtained by the topological technique was non-uniform. 

First 14 values of each vector were inputted into the neural net, and the 15th value of the vector was inputted as an answer (desirable output) of the net. The training process of the net contained few steps: setting parameters of the net structure (а number of units 
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, the characteristics 
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 of the activation function, the initial permissible absolute error 
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, а number of feeds of each vectors during 1 cycle of training 
[image: image13.wmf]2

=

NF

); development of the strategy of the training process with cross-validation; properly training. Finely, the net was trained to predict values up to 20 values (according to double horizon 
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) of the Caspian decade levels. Results of the training were tested on the data from 1930 to 1995. Figures 3-4 exhibits results of the prediction from 1940 to 2100 (18 values).

Since the decade data up to 1800 y. are indirect ones the obtained results bear rather the qualitative character.

2. Prediction of the annual data. 

Because of complex character of the available annual data there was taken decision to divide the second subtask on the following stages: 

· to exclude the trend using the decade data interpolated by cubic spline (Fig.2); 

· to form the training set containing the differences between the annual and decade interpolated observed data from 1830 to 1940; 
· to train the neural network on the differences; 
· to predict values of the differences from 1940 to 1995 (Fig.5); 
· to take into account the trend for the values of the prediction of the differences using the decade data from 1940  to 1995 predicted  in the framework of the first subtask.
On the analogy of the first subtask there were estimated the topological characteristics of the time series of the differences (
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) and the set with 18-dimensional vectors was formed to train the neural network on the data corresponding to 1847-1939 time interval (93 vectors). Results of the prediction cover 1940-1995 time interval (56 values) and are represented on Figures 6-7.

3. Conclusion and further perspectives of the study

The results of the prediction demonstrate high level of correlation and convergence between the observed data and computed ones. 

Moreover, there are some opportunities to improve the results:

· The number of the values predicted in the second subtask exceeds the horizon of predictability in about 10 times. Therefore, for more precise prediction of the few tens of points it is necessary to repeat the training process the same number of times supplementing each next additional ten vectors consisting of the observed (not computed) data into the training set for the training the neural net to predict the next ten values. 

· The time series of the annual observations could be expanded back to the past filling gaps in the so-called 3-year or 5-year time series using modern neural net techniques.
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